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O
u
tlin

e

♦
S
p
eech

as
probabilistic

inference

♦
S
p
eech

sounds

♦
W

ord
pronunciation

♦
W

ord
sequences
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S
p
e
e
c
h

a
s

p
r
o
b
a
b
ilis

tic
in

fe
r
e
n
c
e

It’s
n
o
t

e
a
sy

to
w

r
e
c
k

a
n
ic

e
b
e
a
c
h

S
p
eech

signals
are

noisy,
variable,

am
biguous

W
hat

is
the

m
o
st

lik
e
ly

w
ord

sequence,
given

the
sp

eech
signal?

I.e.,
choose

W
o
r
d
s

to
m

axim
ize

P
(W

o
r
d
s|s

ig
n
a
l)

U
se

B
ayes’

rule:

P
(W

o
r
d
s|s

ig
n
a
l)

=
α
P

(s
ig

n
a
l|W

o
r
d
s)P

(W
o
r
d
s)

I.e.,
decom

p
oses

into
acoustic

m
odel

+
language

m
odel

W
o
r
d
s

are
the

hidden
state

sequence,
s
ig

n
a
l
is

the
observation

sequence
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n
6

3

P
h
o
n
e
s

A
ll

hum
an

sp
eech

is
com

p
osed

from
40-50

phones,
determ

ined
by

the
confi

guration
of

articulators
(lips,

teeth,
tongue,

vocal
cords,

air
fl
ow

)

F
orm

an
interm

ediate
level

of
hidden

states
b
etw

een
w
ords

and
signal

⇒
acoustic

m
odel

=
pronunciation

m
odel

+
phone

m
odel

A
R
P
A

b
et

designed
for

A
m

erican
E
nglish

[iy]
b
e
a
t

[b]
b

et
[p]

p
et

[ih]
b
it

[ch]
C

h
et

[r]
rat

[ey]
b
e
t

[d]
d

ebt
[s]

set
[ao]

b
o
u
g
h
t

[hh]
h

at
[th]

th
ick

[ow
]

b
o
a
t

[hv]
h

igh
[dh]

th
at

[er]
B
e
rt

[l]
let

[w
]

w
et

[ix]
rose

s
[ng]

sin
g

[en]
butto

n
...

...
...

...
...

...

E
.g.,

“ceiling”
is

[s
iy

l
ih

ng]
/

[s
iy

l
ix

ng]
/

[s
iy

l
en]
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S
p
e
e
c
h

s
o
u
n
d
s

R
aw

signal
is

the
m

icrophone
displacem

ent
as

a
function

of
tim

e;
processed

into
overlapping

30m
s

fram
es,

each
describ

ed
by

features

A
nalog acoustic signal:

Sam
pled, quantized 

digital signal:

F
ram

es w
ith features:
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F
ram

e
features

are
typically

form
ants—

p
eaks

in
the

p
ow

er
sp

ectrum
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P
h
o
n
e

m
o
d
e
ls

F
ram

e
features

in
P

(f
ea

tu
r
es|p

h
o
n
e)

sum
m

arized
by

–
an

integer
in

[0
...255]

(using
vector

quantization);
or

–
the

param
eters

of
a

m
ixture

of
G

aussians

T
hree-state

phones:
each

phone
has

three
phases

(O
nset,

M
id,

E
nd)

E
.g.,

[t]
has

silent
O

nset,
explosive

M
id,

hissing
E
nd

⇒
P

(f
ea

tu
r
es|p

h
o
n
e,p

h
a
s
e)

T
riphone

context:
each

phone
b
ecom

es
n

2
distinct

phones,
dep

ending
on

the
phones

to
its

left
and

right
E
.g.,

[t]
in

“star”
is

w
ritten

[t(s,aa)]
(diff

erent
from

“tar”!)

T
riphones

useful
for

handling
coarticulation

eff
ects:

the
articulators

have
inertia

and
cannot

sw
itch

instantaneously
b
etw

een
p
ositions

E
.g.,

[t]
in

“eighth”
has

tongue
against

front
teeth
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P
h
o
n
e

m
o
d
e
l
e
x
a
m

p
le

P
h

o
n

e H
M

M
 fo

r [m
]:

0.1

0.9
0.3

0.6

0.4

C
1: 0.5

C
2: 0.2

C
3: 0.3

C
3: 0.2

C
4: 0.7

C
5: 0.1

C
4: 0.1

C
6: 0.5

C
7: 0.4

O
u

tp
u

t p
ro

b
ab

ilities fo
r th

e p
h

o
n

e H
M

M
:

O
nset:

M
id:

E
nd:

F
IN

A
L

0.7
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E
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O
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W
o
r
d

p
r
o
n
u
n
c
ia

tio
n

m
o
d
e
ls

E
ach

w
ord

is
describ

ed
as

a
distribution

over
phone

sequences

D
istribution

represented
as

an
H

M
M

transition
m

odel

0.5
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[m
]
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[ow
]

[t]

[aa]

[t]

[ah]

[ow
]

1.0

1.0

1.0

1.0

1.0

P
([to

w
m

ey
to

w
]|“tom

ato”)
=

P
([to

w
m

a
a
to

w
]|“tom

ato”)
=

0
.1

P
([ta

h
m

ey
to

w
]|“tom

ato”)
=

P
([ta

h
m

a
a
to

w
]|“tom

ato”)
=

0
.4

S
tructure

is
created

m
anually,

transition
probabilities

learned
from

data
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Is
o
la

te
d

w
o
r
d
s

P
hone

m
odels

+
w
ord

m
odels

fi
x

likelihood
P

(e
1
:t |w

o
r
d
)

for
isolated

w
ord

P
(w

o
r
d
|e

1
:t )

=
α
P

(e
1
:t |w

o
r
d
)P

(w
o
r
d
)

P
rior

probability
P

(w
o
r
d
)

obtained
sim

ply
by

counting
w
ord

frequencies

P
(e

1
:t |w

o
r
d
)

can
b
e

com
puted

recursively:
defi

ne

`
1
:t =

P
(X

t ,e
1
:t )

and
use

the
recursive

up
date

`
1
:t+

1
=

F
o
r
w
a
r
d

(`
1
:t ,e

t+
1 )

and
then

P
(e

1
:t |w

o
r
d
)

=
Σ

x
t `

1
:t (x

t )

Isolated-w
ord

dictation
system

s
w

ith
training

reach
95–99%

accuracy
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C
o
n
tin

u
o
u
s

s
p
e
e
c
h

N
ot

just
a

sequence
of

isolated-w
ord

recognition
problem

s!
–

A
djacent

w
ords

highly
correlated

–
S
equence

of
m

ost
likely

w
ords

6=
m

ost
likely

sequence
of

w
ords

–
S
egm

entation:
there

are
few

gaps
in

sp
eech

–
C
ross-w

ord
coarticulation—

e.g.,
“next

thing”

C
ontinuous

sp
eech

system
s

m
anage

60–80%
accuracy

on
a

good
day

C
h
a
p
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r
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,
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0

L
a
n
g
u
a
g
e

m
o
d
e
l

P
rior

probability
of

a
w
ord

sequence
is

given
by

chain
rule:

P
(w

1
···w

n )
=

n∏

i=
1

P
(w

i |w
1
···w

i−
1 )

B
igram

m
odel:

P
(w

i |w
1
···w

i−
1 )
≈

P
(w

i |w
i−

1 )

T
rain

by
counting

all
w
ord

pairs
in

a
large

text
corpus

M
ore

sophisticated
m

odels
(trigram

s,
gram

m
ars,

etc.)
help

a
little

bit
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C
o
m

b
in

e
d

H
M

M

S
tates

of
the

com
bined

language+
w
ord+

phone
m

odel
are

lab
elled

by
the

w
ord

w
e’re

in
+

the
phone

in
that

w
ord

+
the

phone
state

in
that

phone

V
iterbi

algorithm
fi
nds

the
m

ost
likely

p
h
o
n
e

sta
te

sequence

D
oes

segm
entation

by
considering

allp
ossible

w
ord

sequences
and

b
oundaries

D
oesn’t

alw
ays

give
the

m
ost

likely
w
ord

sequence
b
ecause

each
w
ord

sequence
is

the
sum

over
m

any
state

sequences

Jelinek
invented

A
∗

in
1969

a
w
ay

to
fi
nd

m
ost

likely
w
ord

sequence
w

here
“step

cost”
is
−

log
P

(w
i |w

i−
1 )
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D
B

N
s

fo
r

s
p
e
e
c
h

r
e
c
o
g
n
itio

n

articulators
tongue, lips

P(O
B

S | 2) =
 1

end-of-w
ord observation

determ
inistic, fixed

stochastic, learned

determ
inistic, fixed

phonem
e

index

transition

phonem
e

0
1

0

o

P(O
B

S | not 2) =
 0

1
1

1
2

2

n
n

n

0

o

observation
stochastic, learned

a
a

b
b

u
u

r
r

a
u

stochastic, learned

A
lso

easy
to

add
variables

for,
e.g.,

gender,
accent,

sp
eed.

Z
w
eig

and
R
ussell

(1998)
show

up
to

40%
error

reduction
over

H
M

M
s
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3

S
u
m

m
a
r
y

S
ince

the
m

id-1970s,
sp

eech
recognition

has
b
een

form
ulated

as
probabilistic

inference

E
vidence

=
sp

eech
signal,

hidden
variables

=
w
ord

and
phone

sequences

“C
ontext”

eff
ects

(coarticulation
etc.)

are
handled

by
augm

enting
state

V
ariability

in
hum

an
sp

eech
(sp

eed,
tim

bre,
etc.,

etc.)
and

background
noise

m
ake

continuous
sp

eech
recognition

in
real

settings
an

op
en

problem

C
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5
,
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c
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