
Neural and evolutionary computing.  
 
Lab 3:  Neural networks with unsupervised learning.  Clustering, topological mapping, 
combinatorial optimization. 
______________________________________________________________________________ 
 
1. Unsupervised learning 

 
In the case of unsupervised learning, the training set contains only input data. The aim of 
the training algorithm is to identify correlations between these input dat and extract 
information concerning their structure (e.g. identify natural clusters in data). 
 
The support architecture for unsupervised learning algorithms usually consists of a layer 
of input units and a layer of functional units. The most known neural networks models 
with unsupervised training are: 
 

• Competitive networks (WTA and ART) – can be used for clustering tasks 
• Kohonen networks – can be used for topological mapping (self-organized maps)  
 

2. Clustering  
 

Clustering means to identify natural groups in a set of data, such that the data in the same 
group are highly similar, while data in different groups are dissimilar. In the simplest 
clustering approaches, each group has a prototype (center) and the data are assigned to 
the cluster with the closest prototype. The process of identifying the prototypes can be 
done using a one-layer neural network having linear units and trained using a WTA 
(Winner Takes All) algorithm. 
 

a) Architecture.  To cluster a set of N-dimensional data in K clusters one can use a 
network with N input units and K output units. The matrix W containing the 
weights will have K rows and N columns. Each of the matrix rows can be 
interpreted as prototype of the cluster associated to the corresponding functional 
unit.  

b) Funcționing.  For each input data X is identified the winning unit k* satisfying 
d(X,Wk*)<d(X, Wk) for any  k=1..K. This means that X is assigned to cluster k*. 

c) Training. For each example X from the training set, after the winning unit  k*  is 
identified its weights are adjusted according to: Wk* = Wk*+ eta(X- Wk*). 

 
Application 1.  Implement a WTA network for bidimensional data clustering.  
 
Hint.  See WTA.sci 
 
 
 
 
 
 



3. Kohonen networks.   
 
 
The main particularities of Kohonen networks with respect to the WTA networks are: 
• The output units are placed in the nodes of a 1D, 2D or 3D grid. Each unit has 

associated a neighborhood. The neighborhood shape depends on the type of grid and 
on the distance used to define the neighborhood. 

• For each element of the training set both the weights of the winning unit and the 
weights of the neighboring units are adjusted. 
      

The Kohonen networks can be used to map high-dimensional data in smaller dimensional 
spaces such that the toplogical relations from the original space are preserved.  

 
Application 2.  Implement a Kohonen network with a rectangular grid and train it 
such that it maps data uniformly generated in  [0,1]x[0,1]. 
 
Hint:   See SOM.sci 
 
Exercise.  Retrain the network for data generated in the interior of a geometrical 
shape (e.g. circle, ring etc).   
 

Elastic net = Kohonen network for solving the Travelling Salesman problem 
 
Problem:  given a set of nodes (locations, places, towns) find a tour which passes exactly once 
through each node and has a minimal cost (the cost is proportional to the length of the tour). 
 
Main ideas: 
 

• Network architecture:   
o input layer with 2 units 
o output layer with a ring topology (each neuron has a neighborhood of size 2s;  

the set of neighbours of unit i are: {i-s,i-(s-1),…,i-1,i,i+1,…,i+(s-1),i+s}.   
• Thus each unit has two weights which are initialized randomly with values belonging to 

the space of values corresponding to the towns coordinates.  
• Training: the list containing the coordinates of nodes is iterated for several times and at 

each iteration for each input vector x (pair of coordinates)  there are several operations 
which are executed: 

o Find the winning unit, i*, (the unit which has the vector of weights closest to x) 
o Adjust the weights of all outout units using: 
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Application 3.  Solve a TSP problem using the network described above. 
 
Hind.  see Kohonen_TSP.sci 
 
Exercise:  Write a function which computes the tour length. 
 



Homework.   Implement an ART network (details in the slides of lecture 4) to identify clusters in 
a set of bidimensional data. 
 
Hint.  Start with WTA.sci  and change the training algorithm      

 


