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Abstract—One of the main difficulties in applying an
optimization algorithm to a practical problem is that evalua-
tion of objectives and constraints often involve computationally
expensive procedures. To handle such problems, a metamodel
is first formed from a few exact (high-fidelity) solution eval-
uations and then optimized by an algorithm in a progressive
manner. However, in solving multiobjective or many-objective
optimization problems involving multiple constraints, a simple
extension of the idea to form one metamodel for each objec-
tive and constraint function may not constitute the most efficient
approach. The cumulative effect of errors from each metamodel
may turn out to be detrimental for the accuracy of the overall
optimization procedure. In this paper, we propose a taxonomy of
different plausible metamodeling frameworks for multiobjective
and many-objective optimization and provide a comparative
study by discussing advantages and disadvantages of each frame-
work. The results presented in this paper are obtained using
the well-known Kriging metamodeling approach. Based on our
extensive simulation studies on proposed frameworks, we report
intriguing observations about the behavior of each framework,
which may provide salient guidelines for further studies in this
emerging area within evolutionary multiobjective optimization.

Index Terms—Evolutionary multiobjective optimization
(EMO), Kriging, metamodel, surrogate model, taxonomy.

I. INTRODUCTION

MOST practical optimization problems face with a com-
mon difficulty: objective and constraint functions are

computationally expensive to evaluate. No matter how efficient
and intelligent an optimization algorithm is, every method
must compare a requisite number of solutions from the
search space before arriving at a reasonably good solution.
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While this can be a time consuming process, in most occa-
sions, practitioners cannot wait too long to find such a
solution. Although the advent and advances of parallel and
distributed computing certainly helps in reducing the over-
all computational time, algorithmic efficacies are must and
unavoidable.

The use of metamodels (or surrogate models) to approx-
imate the functional form of exact objective and constraints
by using a few high-fidelity solution evaluations is a com-
mon approach [1]. Among various methods, the Kriging
method is one of the widely used metamodel, which can
provide an estimated function value and also simultane-
ously provide an error estimate of the approximation [2].
Developments in optimization methods have recently led
to an increasing interest in metamodeling efforts. Some
researchers have made efforts to classify different metamod-
eling approaches [2], but most such studies exist in the realm
of single-objective optimization, although a few studies are
in multiobjective optimization area, which we discuss in the
next paragraph. Santana-Quintero et al. [3] have classified sur-
rogates according to the type of model used (e.g., Kriging,
radial basis function, and polynomial regression). Jin [4]
proposed a classification based on the way single-objective
evolutionary algorithms incorporated surrogate models. Shi
and Rasheed [5] classified different metamodeling approaches
according to direct or indirect fitness replacement methods.
Díaz-Manríquez et al. [6] classified surrogate models depend-
ing on the accuracy between metamodel approaches and which
approach was best suited for use.

Most metamodeling efforts in multiobjective optimization,
so far, seem to have taken a straightforward extension of
single-objective metamodeling approaches and did not con-
sider constraints in much details. First, every objective and
constraint function is metamodeled independently. Thereafter,
a standard evolutionary multiobjective optimization (EMO)
methodology is applied to the metamodels, instead of the
original objective and constraint functions, to find the nondom-
inated front. In some studies, the above metamodeling-EMO
combination is repeated in a progressive manner so that
refinement of the metamodels can occur with iterations [7].
However, with the possibilities of a combined constraint vio-
lation function that can be formulated by combining violations
of all constraints in a normalized manner [8] and a com-
bined scalarized objective function (weighted-sum, achieve-
ment scalarization function (ASF), Tchebyshev function, or

1089-778X c© 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0001-7402-9939
https://orcid.org/0000-0003-4295-6054
https://orcid.org/0000-0002-1646-9239
https://orcid.org/0000-0001-5311-8027


DEB et al.: TAXONOMY FOR METAMODELING FRAMEWORKS FOR EMO 105

others) [9], different metamodeling frameworks can certainly
be explored. While the straightforward approach requires
construction of many metamodels, the suggested metamod-
els for combined objective and constraint violations will
reduce the number of needed metamodels. However, the
flip side is that each metamodel of the combined functions
is likely to be more complex having discontinuous, non-
differentiable and multimodal landscapes. Thus, the success
of these advanced metamodeling frameworks is closely tied
with the advancements in the metamodeling techniques and
among different optimization methods, evolutionary methods
remain as potential candidates for handling such metamod-
els. A recent study [10] provided a taxonomy of model-
based multiobjective optimization mainly for unconstrained
problems. The taxonomy is based on modeling of inde-
pendent or aggregation of objectives and how new solu-
tions are created and selected (in-fill or otherwise) in an
algorithm. Based on the taxonomy, authors have classified
seven existing metamodeling multiobjective methods (includ-
ing Pareto-based efficient global optimization (ParEGO) [11],
decomposition-based multi-objective evolutionary algorithms
with efficient global optimization (MOEA/D-EGO) [7], and
S-metric selection with efficient global optimization [12]).
Parallel and batch use of the methods were also high-
lighted and extended [13]. While these advancements are
in progress, in this paper, we outline, for the first time, a
number of different and interesting metamodeling frameworks
for constrained multiobjective optimization utilizing combined
and aggregated approaches of objectives independently, con-
straints independently, and objectives and constraints together.
Our taxonomy is unified to cover single and multiobjective
optimization problems with and without constraints. It includes
one framework that requires as many as (M + J) metamodels
(where M and J are number of objectives and constraints) to
another extreme method that requires only one metamodel.
To demonstrate the behavior of each of these metamodel-
ing frameworks, we develop and implement a representative
algorithm for each framework and present results by using
the Kriging metamodeling approach. The taxonomy proposed
here is generic for it to degenerate for single-objective uni-
modal, multimodal, and importantly constrained optimization
problems.

In the remainder of this paper, Section II briefly intro-
duces Kriging predictor. Section III describes the proposed
taxonomy to classify the different multiobjective metamodel-
ing frameworks. The proposed frameworks use the so-called
in-fill strategy for creating and selecting new solutions. This
section also classifies many existing multiobjective meta-
modeling studies into six categories proposed in this paper.
Sections IV–VII present detail description of each of the six
frameworks. Thereafter, our extensive results on unconstrained
and constrained test problems are presented in Section VIII.
No effort is made to maximize each algorithm’s performance
by individual parameter setting, but a representative set of
results showing performance of each framework is presented in
this paper. Finally, salient conclusions of this extensive study
and plausible future extensions of this paper are discussed in
Section IX.

II. KRIGING PROCEDURE

Without going to the detailed mathematics, here, we pro-
vide the Kriging predictor, which we have used here as the
acquisition function or the metamodeling function

ŷ(x) = μ̂+ r
(
x∗, x

)T
R−1(y(x)− 1μ̂

)
(1)

where r(x∗, x) is the linear vector of correlation between the
unknown point x to be predicted and the known sample points
x∗. R denote the n × n matrix with (i, j) whose entry is
Corr[y(i), y(j)], and 1 denote an n-vector of ones. The optimal
values of μ̂ and σ̂ 2, expressed as function of R are given as
follows [14]:

μ̂ = 1TR−1y

1TR−11
(2)

σ̂ 2 =
(�y− 1μ̂

)T
R−1

(�y− 1μ̂
)

n
. (3)

Moreover, Kriging is attractive because of its ability to provide
error estimates of the predictor

s2(x) = σ̂ 2

[

1− rTR−1r +
(
1− rTR−1r

)2

1TR−11

]

. (4)

In-fill criterion for choosing new point(s) based on the
optimization of the metamodel(s) is different for each meta-
modeling framework proposed below. In-fill criterion for each
framework is discussed in its description below.

III. PROPOSED TAXONOMY

Multiple and many-objective optimization problems involve
a number of (say, M) objective functions (fi(x)) as a function
of decision variables (x) and a number of (say, J) constraint
functions (gj(x)), each as a function of x. For brevity, we
do not consider equality constraints in this paper, but with
certain modifications, they can be handled in the same way as
discussed here.

In this section, we propose a taxonomy of various frame-
works for using metamodeling approach in multiple and
many-objective optimization algorithms. Our taxonomy finds
six different broad frameworks (M1–M6), as illustrated in
Fig. 1. Our approach is based on the cardinality of meta-
models for objectives and constraints. In the first framework
(M1), all objectives and constraints are metamodeled inde-
pendently, thereby requiring a total of (M + J) metamodels
before a multiobjective optimization approach can be applied.
This framework is a straightforward extension of the single-
objective metamodeling studies, applied to approximate each
objective and constraint functions. Once all such metamod-
els are constructed, an EMO algorithm can use them to a
find one Pareto-optimal solution at a time (like the genera-
tive method used in classical optimization literature [9]) and
we call this framework M1-1, or they can be used to find a
number of Pareto-optimal solutions simultaneously (like in the
EMO literature) and we call this framework M1-2.

The next metamodeling framework can approximate an
overall estimation function of all constraint violations together
as one quantity, thereby reducing the overall number of
metamodels to (M + 1). The well-known normalized,
bracket-operator-based constraint violation functions [8], [15]
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Fig. 1. Proposed taxonomy of six different metamodeling approaches for
multiple and many-objective optimization.

can be used for this purpose. Like in M1, the constructed
metamodels can also be used to find one Pareto-optimal solu-
tion at a time as a generative approach (we call it M2-1) or
simultaneously like in an EMO approach (we call it M2-2).

The next metamodeling framework approximates each con-
straint function independently, but metamodels a combined
or aggregated objective function involving all M objectives
together, similar to ParEGO approach [11]. Both M3 and
ParEGO methods use parameterized scalarization methods
to target one optimal point at a time. While ParEGO uses
Tchebyshev function as scalarization, our M3 framework uses
the ASF, which is identical to Tchebyshev function under cer-
tain conditions. M3 uses a real-valued GA to optimize the
metamodel, while ParEGO uses a steady-state EA where par-
ents are replaced by better offsprings. While M3-1 proposes
to find a single Pareto-optimal solution in one run, thereby
requiring multiple runs to generate Pareto-optimal solutions,
a multimodal combined landscape, similar to framework M6
described later, but with objective functions alone, can be
metamodeled as M3-2.

Then, our fourth classification (M4) requires only two
metamodels to be constructed for finding one Pareto-optimal
solution, in which one metamodel is for a combined objective
function and the second metamodel is made for a com-
bined constraint violation (like in M2 approach). A similar
multimodal approach (M4-2) can also be constructed. The
frameworks (M1-1, M2-1, M3-1, and M4-1) are ideal for
classical point-based optimization algorithms, each requiring
multiple applications to find multiple Pareto-optimal solutions.
However, frameworks (M1-2, M2-2, M3-2, and M4-2) are
ideal for EMO approaches.

A deeper thought will reveal that there could be two more
frameworks, in which objectives and constraints are somehow

combined to have a single overall selection function which
when optimized will lead to one or more Pareto-optimal
solutions. In M5, the combined selection function has a single
optimum coinciding with a specific Pareto-optimal solution
and in M6, the combined selection function is multimodal
and makes multiple Pareto-optimal solutions as its optima.
Both M5 and M6 frameworks involve a single metamodel
in each iteration, but if K Pareto-optimal solutions are to
be found, M5 needs to be applied K times, whereas M6
still involves a single multimodal metamodel in finding a
set of Pareto-optimal solutions. In EMO algorithms, such as
in non-dominated sorting genetic algorithm (NSGA)-II [16],
NSGA-III [17], MOEA/D [18], and others, the combined
action of the selection operator involving nondomination and
niching operations is an ideal way of visualizing the above-
mentioned selection function. The advantage of modeling the
outcome of the selection function is that it takes into account
multiple objectives and constraints in an integrated manner and
the selection function can directly emphasize nondominated
and less-crowded solutions over dominated and crowded solu-
tions. In this spirit, we believe that M5 and M6 are intricately
advantageous for EMO approaches and although there has not
been paid much attention, remain as potential and fertile areas
for metamodeling-based EMO algorithms.

Thus, it is observed that according to our proposed tax-
onomy, frameworks M1–M6 require the maximum possible
metamodels (M + J) to single metamodel in each iteration
of the multiobjective metamodeling algorithms. While M6
requires minimum number of metamodels, this does not come
free and it is expected that complexity of the metamodels will
become increasingly higher from M1 to M6. It then becomes
an interesting research task to identify a balance between the
number of metamodels and the reduced complexity of meta-
models for a particular problem-algorithm combination. In this
paper, we do not study the effect of algorithm per se, but
present results of a particular algorithmic parameter setting
on different problems using all six metamodeling frameworks
to illustrate each framework’s potential in addressing different
problems. In an application, all M objectives can be clus-
tered into a smaller number of m clusters (m < M) and
all J constraints can be clustered into smaller number of j
clusters (j < J). In such a situation, objectives and con-
straints within each cluster can be combined and then each
combined function can be metamodeled using our proposed
taxonomy.

On a survey of many existing multiple and many-objective
metamodeling studies, we have made a classification of them
according to our proposed taxonomy. The majority of the exist-
ing studies used M1 framework (in which each objective and
constraint function is metamodeled separately) [19], [20] and
only a few studies used M2 [21], M3 [22], and M4 [23]. One
of our previous initial proof-of-principle study on M5 [24] is
a lone study in this category—more details are given in the
supplementary material. There does not exist any study imple-
menting our M6 approach, which seems to be an interesting
and technically challenging proposition. In this paper, we pro-
pose one such framework, although other frameworks are
certainly possible.
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A little thought will prevail that if the multiobjective
optimization problem is unconstrained, frameworks M1 and
M2 becomes identical and so are M3 and M4. Interestingly,
M3–M5 also become identical to each other.

The proposed taxonomy for multiobjective metamodeling
frameworks also degenerates to single-objective problems. In
this case, frameworks M1 and M3 are identical and so are
M2 and M4. A similar taxonomy can also be derived for
finding multiple optima in a single-objective optimization
problem, except that M6 framework will now become relevant.
Subframeworks M1-1 and M1-2 become relevant in determin-
ing whether a single optimum at a time or multiple optima
simultaneously, respectively, would be found. Similarly, sub-
frameworks M2-1 and M2-2 will also be relevant in this case.
For brevity, we do not present the respective diagram for
single-objective, multimodal optimization here.

We now provide further description and one representative
algorithm of each of the six multiobjective frameworks in the
following section.

IV. FRAMEWORKS M1 AND M2

In these two frameworks, each objective is independently
modeled, but constraints are either independently modeled
or modeled together. Thus, any classical generative or any
EMO algorithm can be run using the objective and con-
straint metamodels, once they are constructed. The difference
between M1 and M2 is that in the latter, one overall constraint
violation function is metamodeled. The following constraint
violation function CV(x) [8], which accumulates violation of
each constraint function (gj(x) ≥ 0) is used in this paper:

CV(x) =
J∑

j=1

〈
ḡj(x)

〉
(5)

where the bracket operator 〈χ〉 is −χ if α < 0 and zero, oth-
erwise. The function ḡj is a normalized version of constraint
function gj [25]. In this paper, we have used NSGA-II [16] as
the EMO algorithm throughout, although any other algorithm
could have been used. Direct fitness replacement (DFR) [5]
has been one of the most straightforward methods to embed
surrogate models into MOEAs. DFR assumes that solutions
assessed in the surrogate models are comparable to those
assessed by the real function (high-fidelity function evalu-
ations). DFR is further subdivided into three major model
managements [5].

1) No evolution control, which evaluates the MOEA’s gen-
erated solutions in the surrogate model exclusively (this
models trains the surrogate model before the execution
of the MOEA).

2) Fixed evolution control (FEC), which only some gener-
ations or some individuals are evaluated in the surrogate
model while the remaining population is evaluated using
the real test function.

3) Adaptive evolution control, which avoids any possible
poor parameter tuning by the use of an adaptive con-
trol that adjusts the number of solutions that will be
evaluated in the surrogate model.

For the sake of simplicity and performance, we have adopted
DFR-FEC model to implement M1 and M2 frameworks.

Furthermore, NSGA-II’s Pareto dominance and population-
based nature are able to find multiple solutions in a single
run, easing the implementation of frameworks M1-2 and M2-2.
Thus, we have not used M1-1 and M2-1 in this paper.

The description of M1-2 and M2-2 frameworks is given as
follows. The metamodeling algorithm starts with an archive of
initial population created using the Latin hypercube method
on the entire search space. Then, metamodels are constructed
for all M objectives (fi(x), i = 1, 2, . . . , M). For M1, each
constraint function is metamodeled separately and for M2,
one constraint violation function (CV(x)) is metamodeled.
Then, NSGA-II procedure is run for τ generations with these
metamodels. Each nondominated solution after τ generations
of an NSGA-II run is considered as an in-fill point and is
included in the archive. New metamodels are created again
using the archive and the process is repeated until termination.
A basic structure of frameworks M1-2 and M2-2 are outlined
in Algorithm 1. For the use of M1-1 and M2-1, instead of an
EMO, a single-objective optimization algorithm can be used
repeatedly.

V. FRAMEWORKS M3 AND M4

In these two frameworks, we transform the multiobjective
optimization problem into a number of parameterized single-
objective optimization problems. We use the ASF [26] using
a set of H reference points z(h) and a corresponding reference
direction w, identical for every z. The reference direction is
an equally angled direction from each objective axis (w =
(1, 1, . . . , 1)T/

√
M). Reference points z(h) for h = 1, 2, . . . , H

are initialized as equi-spaced points on a unit hyperplane mak-
ing equal angle to each objective axis. In this paper, we have
used Das and Dennis’s method to create H equi-spaced points
on the hyperplane, but any other method or any other biased set
of points, if desired, can also be used. Objective values of solu-
tions are normalized (f̄i(x)) using the population-maximum
and population-minimum objective values so that reference
points on the normalized hyperplane (z(h)

i ∈ [0, 1] for all i
and h) can be compared with the normalized objective values
of the population members. The ASF formulation is given as
follows:

ASF(x) = M
max
i=1

fi(x)− z(h)
i

wi
. (6)

In M3 and M4, we construct one metamodel ASF(x),
instead of constructing one metamodel for each objective func-
tion fi(x) independently. In M3, each constraint function gj(x)
is modeled separately, but in M4, only the overall constraint
violation function CV(x) is metamodeled, as described in (5).
Since a parameterized scalarization of multiple objectives are
used in both M3-1 and M4-1, we use a single-objective
evolutionary optimization algorithm (real-coded genetic algo-
rithm (RGA) [15]). The RGA uses a penalty parameter-less
approach [25] to handle constraints. Like in M1 and M2, both
algorithms start with an archive of randomly created solutions
created using the Latin hypercube method. Each archive mem-
ber is then evaluated exactly and then suitable metamodels
are constructed for a specific objective scalarization parame-
ter values after every τ generations. Constraint functions are
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Algorithm 1: Frameworks M1 and M2

Input : Objectives: (f1, . . . , fM)T , constraints: (g1, . . . , gJ)T , n
(variables), ρ (sample size), τ (EMO generations per
metamodel), SEmax (maximum high fidelity solution
evaluations), EMO (multi-objective evolutionary
algorithm), μ (EMO’s population size), � (other
parameters of EMO), CV (constrained violation
function),

Output: PT
1 t← 0
2 k← (t % τ)
3 Pt ← ∅
4 P̂k ← LHS(ρ, n)// Initialize surrogate model’s

training set
5 eval← 0
6 while eval < SEmax do
7 if (t mod τ) = 0 then
8 P̂k+1 ← P̂k ∪ Pt

9 F̂
m
k+1 ← fm(P̂k+1),∀m ∈
{1, . . . , M}// high-fidelity
evaluations (functions)

10 Ĉ
j
k+1 ← ctrj(P̂k+1),∀j ∈
{1, . . . , J}// high-fidelity evaluations
(constraints)

11 eval← eval+ ρ

12 Fm
k+1 ← Create_Surrogate_Model(F̂

m
k+1),∀m ∈

{1, . . . , M} // Surrogate independently
each objective function

13 if M1 then

14 Cj
k+1 ← Create_Surrogate_Model(Ĉ

j
k+1),∀j ∈

{1, . . . , J}// Surrogate
independently each constraint

15 else if M2 then

16 V̂k+1 ← CV(Ĉ
j
k+1, ∀j ∈ {1, . . . , J})

17 Ck+1 ← Create_Surrogate_Model(V̂k+1)

18 if k = 0 then
19 Pt ← LHS(μ, n)// Initialize EMO’s

population
20 else
21 Pt ← filter best μ solutions from P̂k+1

22 k← k + 1
23 Pt+1 ← EMO(Fk, Ck, Pt, �) ; // Optimize

surrogate model
24 t← t + 1

25 return PT ← Non-dominated solutions ∪P̂k

metamodeled independently (framework M3) or together as an
overall constraint violation (framework M4). The metamodels
are then optimized using RGA and the obtained best solu-
tion is used as in-fill point and the solution is included in the
archive for next metamodeling task. Due to similarities of M3-
2 and M4-2 with M6, we defer the discussion on these two
frameworks until Section VII.

For frameworks M3-1 and M4-1 (and M5), since every
metamodeling effort results in a formulation that is expected to
make one specific Pareto-optimal solution (say, x(∗,h)) as the
target, there is an important aspect about the sequence of the
parameterized formulations which we discuss next. In total,
there are H different scalarizations each focusing in finding
a single Pareto-optimal point x(∗,h). Each scalarization may

construct a new metamodel at every τ generations in order to
progressively approach the respective Pareto-optimal solution.
However, the sequence of choosing consecutive scalarization
will play an important role in the success of the overall pro-
cedure. In one approach (neighborhood sweep approach), the
first scalarization targets one extreme Pareto-optimal solution.
Once new and improved solutions near it are found, the next
scalarization will target a neighboring Pareto-optimal solu-
tion. Hence, having a number of near-optimal solutions from
previous scalarizations will allow the overall procedure to be
more efficient and implicitly parallel. Also, getting optimal
solutions from one extreme part of the Pareto-optimal front
may allow a better normalization of objectives, which is
an essential part of any EMO algorithm. To find and use
all extreme points from the beginning of a run, in another
approach (diverse sweep approach), after every scalarization
is applied, the next scalarization may consider a new refer-
ence point that is maximally away along the reference plane
from all the reference points that have already been consid-
ered. Both above approaches have merits of their own and a
mixed approach may be better. In this paper, we only adopt
the neighborhood sweep approach.

For each scalarization, the RGA is started with a meta-
model created with α proportion of sample points close to
the reference line passing through the specific reference point
in the objective space. This is because points far away from
the focal region of metamodeling do not contribute much
to the generated metamodeling function and also less points
for metamodeling help reduce computational time. Then, the
RGA is applied κ times, to take care of the inherent stochas-
ticities of the RGA procedure. The parameters α = 0.7 and
κ = 5 are observed to perform well experimentally and kept
fixed for all problems of this paper. Again, every RGA solu-
tion is included in the archive to make a new metamodel
before a new RGA run is performed. After making one pass
of consecutive scalarizations involving all reference points, the
process is repeated in reverse order one time to make more
refined metamodeling of initial scalarizations. The basic struc-
ture of M3 and M4 is outlined in Algorithm 2. For M3-2 and
M4-2, RGA must be replaced with a multimodal RGA, similar
to one described in Section VII.

VI. FRAMEWORK M5

Frameworks M1–M4 are straightforward extensions of
single-objective metamodeling frameworks used in the con-
text of evolutionary algorithms. To take care of multitude of
objectives and constraints, each is categorized the way the
objectives and/or constraints are metamodeled separately or
in a combined manner. Frameworks M5 and M6 proposes a
more direct metamodeling approach which not only reduces
the cardinality of distinct metamodeling efforts, it also algo-
rithm specific. A metamodel of the outcome of an algorithm’s
selection operation is directly constructed here. We discuss M5
here and M6 will be discussed in the next section.

The focus of M5 is to find a single Pareto-optimal solution
at a time by using a parameterized scalarization of all objec-
tive functions. However, instead of constructing metamodels
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Algorithm 2: Frameworks M3 and M4

Input : Objectives: (f1, . . . , fM)T , constraints: (g1, . . . , gJ)T , n
(variables), ρ (sample size), SEmax (total high-fidelity
evaluations), RGA (real-parameter genetic algorithm),
� (parameters of RGA), R (reference direction set), κ
(number of points created for each reference direction),
α (fraction of samples used for metamodel), ASF
(scalarization function), CV (constrained violation
function)

Output: PT
1 P← LHS(ρ, n) // initialization with Latin

Hypercube Sampling
2 F← fm(P), ∀m ∈ {1, . . . , M} // high-fidelity

evaluations (functions)
3 C← gj(P),∀j ∈ {1, . . . , J} // high-fidelity

evaluations (constraints)
4 eval← ρ // number of function evaluations
5 while eval < SEmax do
6 for r ∈ R do

// for each reference direction r
7 Pr ← Sort P according to distance from r and select

nearest αρ solutions
8 Fr ← Create_Surrogate_Model(ASF(r, Pr))
9 if M3 then

10 Cj
r ← Create_Surrogate_Model(Cj(Pr),∀j ∈
{1, . . . , J})

11 else if M4 then
12 Vr ← CV(Cj(Pr), ∀j ∈ {1, . . . , J})
13 Cr ← Create_Surrogate_Model(Vr)

14 for i = 1 to κ do
15 xr ← RGA(Fr, Cr, �) // returns the

best found solution
16 fm

xr
← fm(xr),∀m ∈ {1, . . . , M}// Evaluate
objectives of xr

17 cj
xr
← gj(xr), ∀j ∈ {1, . . . , J} // Evaluate
constraints of xr

18 P← P ∪ {xr}
19 F← F ∪ [f1

xr
, . . . , fM

xr
]

20 C← C ∪ [c1
xr

, . . . , cJ
xr

]
21 eval← eval+ 1
22 if eval ≥ SEmax then
23 Break out of all loops

24 return PT ← Non-dominated solutions of P

for the scalarized objective function and constraint functions
separately, as was done in M3 and M4, here, the combined
effect of an EMO’s selection operation is metamodeled. For
example, while comparing two solutions A and B in an EMO
for a particular scalarized problem, say with ASF having a
specific z and w, the operator computes ASF values for both
A and B and then the winner is selected using the constraint-
domination principle [15]. We can then directly construct a
metamodel of the resulting ASF and use as a single-objective
optimization problem. In this approach, we formulate the fol-
lowing combined selection function (S(x)) by considering all
objective functions and all constraint functions together, but
the final focus is to make the global optimum of S-function
as one of the targeted Pareto-optimal solution

S(x) =
{

ASF(x), if x is feasible
ASFmax + CV(x), otherwise.

(7)

Here, the parameter ASFmax is the worst ASF function value
of all feasible solutions of the archive. After metamodeling
the above selection function S, we formulate the expected
improvement (EI) function [14] and optimize the EI function
using an RGA. The best solution is then used as an in-fill point
and a new metamodel of S is created using the new archive.

Clearly, other scalarization approaches, such as weighted-
sum function or epsilon-constraint function or a generic
Tchebyshev function [9] can also be used. This methodol-
ogy is a generative multiobjective optimization procedure in
which one Pareto-optimal point is determined to be found at
a time [24]. By changing the reference point z one at a time
and keeping the reference direction w fixed and by using the
neighborhood sweep method of scalarization, as described in
the previous section, M5 can generate a number Pareto-optimal
solutions. The algorithm is outlined in Algorithm 3.

VII. FRAMEWORK M6

Framework M6 culminates into an ambitious metamod-
eling procedure in which only one metamodel is required
to find multiple Pareto-optimal solutions in a single run.
On the face of it, this may sound an approach which is
too good to be true, a little thought will reveal that if by
any procedure we are able to construct a multimodal selec-
tion function MS(x) having H Pareto-optimal solutions as
multiple distinct global optimum of it, then we can employ
a multimodal (niching-based [27]), single-objective evolution-
ary algorithm to find and capture multiple optima in a single
simulation run. In this paper, we suggest one such approach
based on a recently developed theoretical performance met-
ric for multiobjective optimization [28], but certainly other
approaches (such as recently proposed multimodal selection
function in MEMO [29]) are possible.

Based on Karush–Kuhn–Tucker (KKT) optimality condi-
tions, the first author and his students have recently devel-
oped a performance metric called the KKT proximity mea-
sure (KKTPM) [30] which makes a monotonous increase in
KKTPM values for an increase in domination level of solu-
tions. An interesting aspect of KKTPM is that its value is zero
for all Pareto-optimal solutions and it takes a positive value
as a solution gets more and more dominated. Such a property
motivates us to use KKTPM as a potential multimodal selec-
tion function for the purpose of developing an M6 framework.
However, we employ a discretization procedure by which we
convert theoretical KKTPM function having infinitely many
Pareto-optimal solutions to a discrete function having a finite
set of solutions as distinct optima of the resulting multimodal
problem, so that a multimodal EA can be used to find them.
Also, KKTPM considers all objectives and constraint satisfac-
tion into its computational procedure, thereby making it an
ideal MS-function for our purpose.

First we create a set of sample points from the variable space
by using the Latin hypercube approach and then compute their
objective values by high-fidelity computations. We then com-
pute KKTPM value of each sample point. KKTPM function
on the entire search space is then metamodeled using the
Kriging procedure. Thereafter, a multimodal RGA (M-RGA)
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TABLE I
NUMBER OF METAMODELS NEEDED FOR EACH OF THE SIX METAMODELING APPROACHES OF THIS PAPER

Algorithm 3: Framework M5

Input : Objectives: (f1, . . . , fM)T , constraints: (g1, . . . , gJ)T , n
(variables), ρ (sample size), SEmax (total high-fidelity
evaluations), RGA (real-parameter genetic algorithm),
� (parameters of RGA), EI (efficient global
optimization), R (reference direction set), κ (number of
points created for each reference direction), α (fraction
of samples used for metamodel), ASF (scalarization
function), CV (constrained violation function)

Output: PT
1 P← LHS(ρ, n) // initialization with Latin

Hypercube Sampling
2 F← fm(P), ∀m ∈ {1, . . . , M} // high-fidelity

evaluations (functions)
3 C← gj(P),∀j ∈ {1, . . . , J} // high-fidelity

evaluations (constraints)
4 eval← ρ // number of function evaluations
5 while eval < SEmax do
6 for r ∈ R do

// for each reference direction r
7 Pr ← Sort P according to distance from r and select

nearest αρ solutions
8 Ps

r ← Feasible(Pr) // find feasible
solutions of Pr

9 Pu
r ← Pr\Ps

r // locate infeasible
solutions of Pr

10 Fitnesss
r ← ASF(r, Ps

r) // fitness of
feasible solutions

11 Vu
r ← CV(Cj(Pu

r ), ∀j ∈ {1, . . . , J}) //
constraint violation function

12 Fitnessu
r ← Vu

r +
(

max∀Ps
r

Fitnesss
r

)
// fitness

of infeasible solutions
13 Fr ← Create_Surrogate_Model(Fitnessr) //

Surrogate model for constrained ASF
function model

14 for i = 1 to κ do
15 xr ← RGA(Fr, EI, �) // returns the

best found solution
16 fm

xr
← fm(xr),∀m ∈ {1, . . . , M}// Evaluate
objectives of xr

17 cj
xr
← gj(xr), ∀j ∈ {1, . . . , J} // Evaluate
constraints of xr

18 P← P ∪ {xr}
19 F← F ∪ [f1

xr
, . . . , fM

xr
]

20 C← C ∪ [c1
xr

, . . . , cJ
xr

]
21 eval← eval+ 1
22 if eval ≥ SEmax then
23 Break out of all loops

24 return PT ← Non-dominated solutions of P

is employed to search the metamodeled KKTPM function
for finding new and multiple multimodal solutions. In M5,
RGA optimizes a single-objective metamodel to find the best

possible solution for each reference direction. While in M6,
a M-RGA is employed to search the metamodeled KKTPM
function for finding new and multiple multimodal solutions.
In our proposed approach, we set H reference directions like
in NSGA-III approaches [17] or in MOEA/D [18]. Thereafter,
each obtained multimodal point which is associated with a
specific reference line based on its closeness (orthogonal nor-
malized distance) to the line in the objective space is used as
an in-fill point. These closest high-fidelity solutions are called
leaders. In each iteration of M-RGA, for each offspring popu-
lation member, the nearest leader (computed using normalized
Euclidean distance in the variable space) is identified. Then,
the offspring population member is associated with the same
reference line as its nearest leader. All members associated
with a reference line are declared to lie on the same cluster.
Then, the selection operation is restricted within the same clus-
ter solutions in M-RGA. The first parent is chosen at random,
but care is given to ensure every cluster is considered one at
a time. Thereafter, the second parent choice is not at random,
rather a solution from the same cluster is chosen at random
for comparison using their KKTPM values. If no other solu-
tion is found in the same cluster, the first parent becomes an
automatic winner of the selection process. This restriction of
selection operator among similar population members in vari-
able space will eventually form multiple niches for different
reference lines within the population. At the end of a M-RGA
run, the best metamodeled KKTPM value in the cluster of each
reference line is saved to the archive. Thus, the M-RGA run
sends multiple well-diversified solutions having small KKTPM
values for high-fidelity evaluations. This process is continued
until the termination of the overall M6 algorithm. The algo-
rithm is outlined in Algorithm 4. For M3-2 and M4-2, the
above multimodal RGA can be used with metamodeled com-
bined objective function and single or multiple metamodeled
constraint functions, instead of a single combined selection
function used in M6.

Based on the above detail description of six different meta-
modeling frameworks, we now summarize the number of
metamodels needed for each framework in Table I. Recall
that M, J, H, and κ are the number of objectives, con-
straints, desired number of Pareto-optimal solutions, and num-
ber of solutions created from a single metamodel, respectively.
Clearly, M1-1 requires maximum number of metamodeling
constructions (Hκ(M + J)); M2-1 requires Hκ(1 + J); M3
requires Hκ(M + 1); M4 needs Hκ(2); M5 requires Hκ; and
M6 requires κ metamodels. While M1-1 needs the maximum
number of metamodeling efforts, M6 requires the least.

While the cardinality reduces from M1 to M6, in general,
the relative complexity of the resulting landscapes is likely
to increase from M1 to M6. For a given set of objective



DEB et al.: TAXONOMY FOR METAMODELING FRAMEWORKS FOR EMO 111

Fig. 2. Obtained nondominated solutions for problem ZDT1 using frameworks M1, M3, M5, and M6 from left to right.

Algorithm 4: Framework M6

Input : Objectives: (f1, . . . , fM)T , constraints: (g1, . . . , gJ)T , n
(variables), ρ (sample size), SEmax (total high-fidelity
evaluations), M-RGA (multi-modal real-parameter
genetic algorithm), � (parameters of M-RGA), R
(reference direction set), KKTPM (multi-modal
constraint function)

Output: PT
1 P← LHS(ρ, n) // initialization with Latin

Hypercube Sampling
2 F← fm(P), ∀m ∈ {1, . . . , M} // high-fidelity

evaluations (functions)
3 C← gj(P),∀j ∈ {1, . . . , J} // high-fidelity

evaluations (constraints)
4 eval← ρ // number of function evaluations
5 while eval < SEmax do
6 LP ← Cluster ID of each solution x ∈ P according to

distance from r
7 Fitness← KKTPM(F, C) // KKTPM for each

solution
8 F ← Create_Surrogate_Model(Fitness) // Surrogate

model for constrained KKTPM model
9 X← M-RGA(F , LP, �) // returns multiple

optimized solutions, one for each
reference line; niching is performed
in x-space with LP

10 if |X| + eval > SEmax then
11 X← X(1:(SEmax − eval)) // Choose best

(SEmax − eval) metamodeled KKTPM
solutions

12 Fm
X ← fm(X), ∀m ∈ {1, . . . , M} // Evaluate

objectives of X

13 Cj
X ← gj(X),∀j ∈ {1, . . . , J} // Evaluate
constraints of X

14 P← P ∪ X;
15 F← F ∪ FX;
16 C← C ∪ CX;
17 eval← eval+ |X|;
18 return PT ← Non-dominated solutions of P

and constraint functions, M1 approximates the original func-
tions as they are. However, M6 attempts to approximate the
most complex selection function which is multimodal and dis-
continuous at the constraint boundaries. Understandably, more
sample points are required for modeling more complex land-
scapes from M1 to M6, in general. Although we recognize this
effect, in this first study, we use an identical number of sample
points for constructing metamodels for all six frameworks to
mainly show the working of them.

VIII. RESULTS

In this section, we compare the results obtained by all
six proposed metamodeling frameworks. We use the same
parameter settings for RGA or M-RGA, each of which uses
the binary tournament selection operator, simulated binary
crossover (SBX), and polynomial mutation, with parameters
as follows: population size = 10n, where n is a number of
variables, number of generations = 100, crossover probabil-
ity = 0.95, mutation probability = 1/n, distribution index
for SBX operator = 1, and distribution index for polynomial
mutation operator = 10. The NSGA-II procedure, wherever
used, is also applied with the same parameter values as above.
For repeating a metamodeling formulation for each formu-
lation, we have used κ = 5 and τ = 50 generations. We
performed ten runs of all frameworks on all test problems. As
mentioned earlier, for unconstrained problems (ZDT) with no
constraints and three-objective problem C2DTLZ2 having a
single constraint, the behaviors of both M1 and M2 are iden-
tical. In such a case, we only show the results for M1. The
same situation occurs for M3 and M4 and we only show the
results of M3. In order to have a graphical comparison, we
show the obtained tradeoff solutions for the median inverted
generational distance (IGD) run in each case. It is worth men-
tioning here that in this first paper, we do not make any
effort to choose optimal parameter setting for each algorithm,
rather identical parameters are used to provide a representative
performance of each framework.

A. Two-Objective Unconstrained Problems

First, we apply our proposed frameworks to two-objective
unconstrained problems ZDT1–ZDT3 and ZDT6 with ten
(n = 10) variables, H = 21 reference directions, and with
a maximum of only SEmax = 500 high-fidelity solution eval-
uations. For each problem, we have used an initial sample
size of ρ = 300. The obtained nondominated solutions are
shown in Figs. 2 and 3, for frameworks M1, M3, M5, and
M6, respectively. Figures for ZDT3 and ZDT6 are put in the
supplementary material. As mentioned above, M2 becomes
identical to M1 and M4 becomes identical to M3 for uncon-
strained problems. For brevity, we also do not show results
from M1-1 framework. For brevity, we denote M1-2 and M2-2
by M1 and M2, respectively, in the rest of this paper.

It is clear from the figures that all four frameworks are
able to solve ZDT1 problem fairly well in only 500 high-
fidelity SEs, but frameworks M5 and M1 perform the best. The
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Fig. 3. Obtained nondominated solutions for problem ZDT2 using frameworks M1, M3, M5, and M6 from left to right.

TABLE II
COMPUTED IGD VALUES FOR TEST PROBLEMS. BEST PERFORMING FRAMEWORK AND

OTHER STATISTICALLY SIMILAR FRAMEWORKS ARE MARKED IN BOLD

obtained points are very close to the respective true Pareto-
optimal fronts and have a good distribution of points on the
entire front. Most past studies [16] have used tens of thousands
of high-fidelity SEs to have a similar performance, while here
using the proposed metamodeling frameworks, we are able
to find a similar set of points in only 500 high-fidelity SEs.
Table II shows the IGD metric value for all runs perform for
all frameworks. The GD metric values are kept in the sup-
plementary material for brevity. The IGD metric is computed
using 21 true Pareto-optimal points obtained for each reference
point, one at a time. Since each framework is expected to find
the respective Pareto-optimal point, this IGD computation is
able to distinguish a set of nondominated points from another
set depending on their convergence level to the desired set
of points. However, to compute the GD metric, we use a
large number of Pareto-optimal fronts so as to get a clear

idea of the convergence level to the Pareto-optimal front. In
ZDT2 problem, two selection function-based metamodeling
frameworks (M5 and M6) perform the best, followed by M1
and then M3. It is interesting to note that despite multimodal
nature of the selection function landscape with M6, it is able
to find multiple near Pareto-optimal points with only 500 high-
fidelity solution evaluations. The convex or nonconvex nature
of the Pareto-optimal front does not seem to matter to all
frameworks. For ZDT3 problem in terms of IGD measure,
M1 and M3 perform the best, followed by M5 then M6. For
ZDT6 problem, framework M5 performs the best, while other
frameworks are not able to make a good performance in 500
high-fidelity solution evaluations. Nevertheless, the results on
the first three problems indicate that all frameworks have per-
formed well with a fraction of solution evaluations than they
are usually used in standard studies [16]. Overall, it is clear
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TABLE III
COMPUTED IGD VALUES FOR ZDT PROBLEMS. BEST PERFORMING FRAMEWORK AND

OTHER STATISTICALLY SIMILAR FRAMEWORKS ARE MARKED IN BOLD

Fig. 4. Obtained nondominated solutions for BNH using M1–M6 from left to right and top to bottom.

Fig. 5. Obtained nondominated solutions for the TNK problem using frameworks M1–M6 from left to right and top to bottom.

that framework M5 performs the best on the unconstrained
two-objective test problems. Frameworks having statistically
insignificant performance from the best performing framework
in each problem are also marked in bold with the respective
p-value in Wilcoxon signed-ranked test.

For a further analysis, we compare IGD and GD
performance metric values of the proposed metamodeling
frameworks with NSGA-II without any metamodeling frame-
work for solving the ZDT problems with only 500 evaluations.
It is clear from Table III that the proposed metamodeling
frameworks show superior performance, thereby suggesting
a clear advantage of the use of metamodeling frameworks.
Similar superior convergence is also observed through the GD
metric, results of which can be found in the supplementary
material.

B. Two-Objective Constrained Problems

Next, we apply our proposed frameworks to two-objective
constrained problems: Binh’s problem (BNH), Srinivas
and Deb’s problem (SRN), Tanaka’s problem (TNK), and
Osyczka’s problem (OSY) [15], For each problem, H = 21
reference directions, an initial sample size of ρ = 400 (for
OSY ρ = 500), and a maximum of SEmax = 800 high-
fidelity SEs are fixed. The obtained nondominated solutions
are shown in Figs. 4 and 5 for M1–M6, respectively. Figures
for SRN and OSY are put in the supplementary document. All
six frameworks are able to find a close and well-distributed
set of tradeoff points to true Pareto-optimal front (shown by

a solid line in each case) for BNH and SRN problems. With
only SEmax = 800 high-fidelity SEs used in this paper, the
performance of these frameworks is noteworthy. However, the
problem TNK has provided difficulties to all six frameworks,
due to discontinuities in its Pareto-optimal front. Although
all frameworks come close to the true Pareto-optimal front,
M3 performs the best, but as presented in Table II, M1, M4,
and M6 also perform well. In OSY, frameworks M3 and
M1 perform the best. Although metamodels are constructed
progressively, the independent approximation of constraints
adopted by M3 and M1 produced more accurate results than
the use of a combined constraint function in this difficult
problem. Another aspect which has become clear from these
results is that modeling of a combined constraint violation
function (as in M2 and M4) is not better than modeling each
constraint independently (as in M1 and M3). However, an inte-
grated constraint handling using the aggregated ASF approach
or the KKTPM approach is better.

C. Three-Objective Constrained and Unconstrained
Problems

Next, we apply all six frameworks to three-objective
optimization problems (DTLZ2, DTLZ4, and DTLZ5) and
also to a three-objective constrained problem (C2DTLZ2).
Each of these problems are considered for seven variables
and considered for H = 91 reference directions. We fix
SEmax = 1000 high-fidelity SEs and ρ = 500 for DTLZ2 and
DTLZ5, and SEmax = 2000 and ρ = 700 for DTLZ4 due to
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Fig. 6. Obtained nondominated solutions for problem DTLZ2 using frameworks M1, M3, M5, and M6 from left to right.

Fig. 7. Graphical results for problem C2DTLZ2 using frameworks M1, M3, M5, and M6 from left to right.

multimodality in its landscape. For C2DTLZ2, we have used
SEmax = 1500 and ρ = 700.

The Pareto-optimal surface of DTLZ2 and C2DTLZ2 prob-
lems and the respective nondominated solutions (all non-
dominated solutions of the high-fidelity solutions) are shown
in Figs. 6 and 7 for M1, M3, M5, and M6 frameworks,
respectively. Figures for DTLZ4 and DTLZ5 are put in the
supplementary material. First, all four frameworks perform
well, in general, on the DTLZ2 problem. Frameworks M5
and M6 perform the best on this problem. Then, on problem
DTLZ4, framework M5 performs the best. On DTLZ5, all
four frameworks performs well, with M1 performing the best,
followed by M6. Thus, on unconstrained three-objective prob-
lems, frameworks M5 and M1 perform the best, followed by
M6 and then M3.

On C2DTLZ2 problem, frameworks M1 and M5 per-
form the best, followed by M3. As noted before, since this
problem has a single constraint, M1 and M2 will produce
identical results, M3 and M4 will also produce identical
results. Interestingly, framework M6 is able to find multiple
near Pareto-optimal solutions through the multimodal RGA
approach; however, further developments are needed to under-
stand full potential of M6.

Finally, we apply all six frameworks to a car side-impact
problem having three objectives and 10 constraints. This
problem allows us to apply each of our six frameworks on the
same problem. More details for this problem are mentioned in
the supplementary material.

D. Five-Objective Constrained and Unconstrained Problems

Finally, we apply all six frameworks to five-objective uncon-
strained DTLZ2 and to five-objective constrained C2DTLZ2
problem. Each of these problems are considered for seven

variables and considered for H = 210 reference directions.
We fix SEmax = 2, 500 high-fidelity SEs and ρ = 900 for
DTLZ2 and C2DTLZ2, respectively. According to the IGD
performance metric value in Table II, M1-2 performs the best
on DTLZ2, followed by M5 and then M3. For C2DTLZ2, M3
performs the best, followed by M1 and M5. As mentioned
earlier, more high-fidelity points are needed for M6 to work
better, but these initial results demonstrate the relative perfor-
mances of proposed six metamodeling frameworks in two to
five-objective constrained and unconstrained problems.

IX. CONCLUSION

In this paper, we have presented a taxonomy for the
use of different metamodeling frameworks for multiobjective
optimization. The taxonomy also extends to cover single-
objective optimization problems with and without constraints;
however, handling constraints has been put under the same
platform as the handling of objectives—a matter which has
been ignored in many past such studies. This paper has focused
outside the popular strategy of extending metamodeling
frameworks for single-objective optimization to multiobjective
optimization. The straightforward extension suggests that for
every objective function and constraint function, an indepen-
dent metamodel is needed. Although this is one viable strategy
(M1-2), we have proposed five more broad potential strate-
gies and classified many existing studies into the proposed
six broad categories. Thereafter, as an initial detailed system-
atic study, we have implemented a representative algorithm for
each of the six proposed frameworks and applied them to solve
a number of constrained and unconstrained multiobjective
optimization problems. Results are compared against each
other and important conclusions about the behavior of each
of the frameworks have been revealed. It is worth noting that
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although parameters of all six proposed frameworks have not
been fine-tuned for their best performance, our obtained results
are able to bring out generic properties of different possible
multiobjective metamodeling frameworks applied to distinct
problem classes.

First, it is interesting to note that compared to standard
EMO studies in which tens of thousands of solution evalu-
ations are usually devoted to solve these test problems, here
we present results that take only a fraction (a few hundreds
to a maximum of two thousands) of solution evaluations in
each case to find a near Pareto-optimal set of solutions using
a metamodeling-based EMO approach. This is remarkable and
the proposed metamodeling frameworks hold promise to the
successful applications of metamodeling methods in practical
EMO studies.

Second, there is a tradeoff between number of metamod-
eling efforts and resulting performance. It is intuitive that as
the number of objectives increase, the straightforward imple-
mentation of metamodeling frameworks for each objective
and constraint function independently may not be a computa-
tionally efficient approach. The flip side is that the resulting
integrated functions become complex to metamodel, thereby
requiring more high-fidelity points. Although further studies
are needed to make more confident conclusions, we have
observed that a metamodeling of an aggregate function to find
a single Pareto-optimal solution at a time is a better strategy,
as evident from the better performance of frameworks M3
and M5. Both these frameworks constitute an implicit parallel
approach, as intermediate points obtained for one reference
line may lie in the vicinity of the Pareto-optimal solution of
another neighboring reference line, thereby helping to create
better metamodels for subsequent reference lines. This and the
use of the efficient global optimization (EGO) approach are
the key reasons for the superior performance of M5.

Third, it is also clear that a metamodeling of a combined
constraint violation function (M2 and M4) is not, in general, a
better strategy compared to independent-constraint metamod-
eling frameworks M1 and M3 both in terms of convergence
and diversity issues. However, when constraints are integrated
with objective functions by a scalarization function (in M5),
better performance has been achieved. The superiority of M5
in most problems of this paper suggests that metamodeling
of an implicit selection function involving all objective and
constraint functions together either for finding a single solu-
tion at a time (or multiple solutions together) as an integrated
approach is a better strategy. Framework M6 is interesting,
but further investigation is needed with a different parameter
setting to completely evaluate its merit.

In general, this paper has clearly indicated the need for
metamodeling aggregated approaches compared to their sim-
plistic and independent multiple metamodeling frameworks.
This is extremely motivating to pursue development and appli-
cation of further such frameworks, some of which we are
currently pursuing, such as M3-2 and M4-2. Although iden-
tical parameter values are used for each framework here to
get an overall and initial assessment of simplistic and aggre-
gated approaches, it is likely that each framework performs
its best for a different set of parameter values than what

has been used here. It will be interesting to investigate the
effect of diverse sweep approach with frameworks M3–M5.
Different in-filling methods, such as ParEGO, MOEA/D-EGO,
and other approaches, may also be tried with each frame-
work. A similar metamodeling study for preference-based
EMO would be another practical extension of this paper.
As an immediate future study, we plan to investigate other
metamodeling approaches (such as radial basis function, sup-
port vector machine, and response surface, to name a few)
and acquisition functions, such as EI approach to eventu-
ally identify optimized algorithms and determine the scope
for each of the six possible metamodeling frameworks for
solving various types of problems ranging from two to many
objectives. A progressive switch between different frameworks
with generations is another possibility, which must also be
investigated.

REFERENCES

[1] A. Cassioli and F. Schoen, “Global optimization of expensive black box
problems with a known lower bound,” J. Glob. Optim., vol. 57, no. 1,
pp. 177–190, 2013.

[2] D. R. Jones, “A taxonomy of global optimization methods based on
response surfaces,” J. Glob. Optim., vol. 21, no. 4, pp. 345–383, 2001.

[3] L. V. Santana-Quintero, A. A. Montaño, and C. A. C. Coello,
“A review of techniques for handling expensive functions in evo-
lutionary multi-objective optimization,” in Computational Intelligence
in Expensive Optimization Problems. Heidelberg, Germany: Springer,
2010, pp. 29–59.

[4] Y. Jin, “A comprehensive survey of fitness approximation in evolutionary
computation,” Soft Comput., vol. 9, no. 1, pp. 3–12, 2005.

[5] L. Shi and K. Rasheed, “A survey of fitness approximation meth-
ods applied in evolutionary algorithms,” in Computational Intelligence
in Expensive Optimization Problems. Heidelberg, Germany: Springer,
2010, pp. 3–28.

[6] A. Díaz-Manríquez, G. Toscano, J. H. Barron-Zambrano, and
E. Tello-Leal, “A review of surrogate assisted multiobjective evolu-
tionary algorithms,” Comput. Intell. Neurosci., vol. 2016, Jun. 2016,
Art. no. 9420460.

[7] Q. Zhang, W. Liu, E. Tsang, and B. Virginas, “Expensive multiobjective
optimization by MOEA/D with Gaussian process model,” IEEE Trans.
Evol. Comput., vol. 14, no. 3, pp. 456–474, Jun. 2010.

[8] K. Deb and R. Datta, “Hybrid evolutionary multi-objective optimization
and analysis of machining operations,” Eng. Optim., vol. 44, no. 6,
pp. 685–706, 2012.

[9] K. Miettinen, Nonlinear Multiobjective Optimization. Boston, MA,
USA: Kluwer, 1999.

[10] D. Horn, T. Wagner, D. Biermann, C. Weihs, and B. Bischl, “Model-
based multi-objective optimization: Taxonomy, multi-point proposal,
toolbox and benchmark,” in Evolutionary Multi-Criterion Optimization.
Cham, Switzerland: Springer, 2015, pp. 64–78.

[11] J. Knowles, “ParEGO: A hybrid algorithm with on-line landscape
approximation for expensive multiobjective optimization problems,”
IEEE Trans. Evol. Comput., vol. 10, no. 1, pp. 50–66, Feb. 2006.

[12] W. Ponweiser, T. Wagner, D. Biermann, and M. Vincze, “Multiobjective
optimization on a limited budget of evaluations using model–assisted
S–metric selection,” in Parallel Problem Solving From Nature–PPSN X.
Heidelberg, Germany: Springer, 2008, pp. 784–794.

[13] B. Bischl, S. Wessing, N. Bauer, K. Friedrichs, and C. Weihs, “MOI-
MBO: Multiobjective infill for parallel model-based optimization,” in
Learning and Intelligent Optimization. Cham, Switzerland: Springer,
2014, pp. 173–186.

[14] D. R. Jones, M. Schonlau, and W. J. Welch, “Efficient global
optimization of expensive black-box functions,” J. Glob. Optim., vol. 13,
no. 4, pp. 455–492, 1998.

[15] K. Deb, Multi-Objective Optimization Using Evolutionary Algorithms.
Chichester, U.K.: Wiley, 2001.

[16] K. Deb, S. Agrawal, A. Pratap, and T. Meyarivan, “A fast and elitist
multiobjective genetic algorithm: NSGA-II,” IEEE Trans. Evol. Comput.,
vol. 6, no. 2, pp. 182–197, Apr. 2002.



116 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 23, NO. 1, FEBRUARY 2019

[17] K. Deb and H. Jain, “An evolutionary many-objective optimization algo-
rithm using reference-point-based nondominated sorting approach, Part
I: Solving problems with box constraints,” IEEE Trans. Evol. Comput.,
vol. 18, no. 4, pp. 577–601, Aug. 2014.

[18] Q. Zhang and H. Li, “MOEA/D: A multiobjective evolutionary algorithm
based on decomposition,” IEEE Trans. Evol. Comput., vol. 11, no. 6,
pp. 712–731, Dec. 2007.

[19] S. Z. Martínez and C. A. C. Coello, “MOEA/D assisted by RBF
networks for expensive multi-objective optimization problems,” in Proc.
ACM Genetic Evol. Comput. Conf., Amsterdam, The Netherlands, 2013,
pp. 1405–1412.

[20] A. Arias-Montaño, C. A. C. Coello, and E. Mezura-Montes,
“Multi-objective airfoil shape optimization using a multiple-surrogate
approach,” in Proc. IEEE Congr. Evol. Comput., Brisbane, QLD,
Australia, 2012, pp. 1–8.

[21] Y. Zhang, S. Hu, J. Wu, Y. Zhang, and L. Chen, “Multi-objective
optimization of double suction centrifugal pump using Kriging meta-
models,” Adv. Eng. Softw., vol. 74, pp. 16–26, Aug. 2014.

[22] M. N. Le, Y. S. Ong, S. Menzel, C.-W. Seah, and B. Sendhoff, “Multi co-
objective evolutionary optimization: Cross surrogate augmentation for
computationally expensive problems,” in Proc. CEC, Brisbane, QLD,
Australia, 2012, pp. 2871–2878.

[23] H. K. Singh, T. Ray, and W. Smith, “Surrogate assisted simulated anneal-
ing (SASA) for constrained multi-objective optimization,” in Proc. CEC,
Barcelona, Spain, 2010, pp. 1–8.

[24] R. Hussein and K. Deb, “A generative Kriging surrogate model for con-
strained and unconstrained multi-objective optimization,” in Proc. ACM
GECCO, Denver, CO, USA, 2016, pp. 573–580.

[25] K. Deb, “An efficient constraint handling method for genetic algorithms,”
Comput. Methods Appl. Mech. Eng., vol. 186, nos. 2–4, pp. 311–338,
2000.

[26] A. P. Wierzbicki, “The use of reference objectives in multiobjective
optimization,” in Multiple Criteria Decision Making Theory and
Application. Heidelberg, Germany: Springer, 1980, pp. 468–486.

[27] K. Deb and D. E. Goldberg, “An investigation of niche and species for-
mation in genetic function optimization,” in Proc. 3rd Int. Conf. Genetic
Algorithms, 1989, pp. 42–50.

[28] K. Deb, M. Abouhawwash, and J. Dutta, “An optimality theory based
proximity measure for evolutionary multi-objective and many-objective
optimization,” in Evolutionary Multi-Criterion Optimization. Cham,
Switzerland: Springer, 2015, pp. 18–33.

[29] C. C. Tutum and K. Deb, “A multimodal approach for evolution-
ary multi-objective optimization (MEMO): Proof-of-principle results,”
in Evolutionary Multi-Criterion Optimization. Cham, Switzerland:
Springer, 2015, pp. 3–18.

[30] K. Deb and M. Abouhawwash, “An optimality theory-based proximity
measure for set-based multiobjective optimization,” IEEE Trans. Evol.
Comput., vol. 20, no. 4, pp. 515–528, Aug. 2016.

Kalyanmoy Deb (F’02) received the bachelor’s
degree from IIT Kharagpur, Kharagpur, India, and
the master’s and Ph.D. degrees from the University
of Alabama, Tuscaloosa, AL, USA, in 1989 and
1991, respectively.

He is the Koenig Endowed Chair Professor
with the Department of Electrical and Computer
Engineering, Michigan State University, East
Lansing, MI, USA. He is largely known for his
seminal research in evolutionary multicriterion
optimization. He has authored two text books

on optimization and published over 480 international journal and confer-
ence research papers. His current research interests include evolutionary
optimization algorithms and their application in optimization and machine
learning.

Dr. Deb was a recipient of the IEEE CIS EC Pioneer Award in 2018,
the Lifetime Achievement Award from Clarivate Analytics in 2017, the
Infosys Prize in 2012, the TWAS Prize in Engineering Sciences in 2012,
the CajAstur Mamdani Prize in 2011, the JC Bose National Fellowship in
2011, the Distinguished Alumni Award from IIT Kharagpur, in 2011, the
Edgeworth-Pareto Award in 2008, the Shanti Swarup Bhatnagar Prize in
Engineering Sciences in 2005, and the Thomson Citation Laureate Award
from Thompson Reuters. He is a fellow of ASME.

Rayan Hussein (S’18) received the B.Sc. and M.Sc.
degrees in electrical and communication engineer-
ing from the University of Mosul, Mosul, Iraq,
in 2002 and 2005, respectively. He is currently
pursuing the doctoral degree with the Department
of Electrical and Computer Engineering, Michigan
State University, East Lansing, MI, USA.

He was with Asiacell, Sulaymaniyah, Iraq, a
mobile telecom company, from 2005 to 2013. His
current research interests include evolutionary com-
putation with a focus in metamodeling for con-

strained multiobjective optimization problems.
Mr. Hussein was a recipient of the Scholarship Award from Higher

Committee for Education Development in Iraq, in 2013.

Proteek Chandan Roy (S’16) received the B.Sc.
degree in computer science and engineering from
the Bangladesh University of Engineering and
Technology, Dhaka, Bangladesh, in 2011, and
the master’s degree in computer science from
Mississippi State University, Starkville, MS, USA,
in 2015.

His current research interests include
multiobjective optimization, algorithm design,
evolutionary computation, surrogate-assisted
optimization, and machine learning.

Gregorio Toscano-Pulido (M’11) received the
Ph.D. degree from the Center for Research and
Advanced Studies, National Polytechnic Institute
(CINVESTAV-IPN), Mexico City, Mexico.

In 2015, he took a sabbatical year at the COIN
Laboratory, Michigan State University, East Lansing,
MI, USA. He is currently an Associate Professor
with CINVESTAV-IPN-Tamaulipas, Victoria 87130,
Mexico. His current research interests include
increasing the state of the art of evolutionary algo-
rithms, computational intelligence related to the

design of efficient multiobjective algorithms, decision making, and the devel-
opment of solutions for engineering, data-science, and real-world problems.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


