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Abstract—Generalization ability, which reflects the prediction
ability of a learned model, is an important property in genetic
programming (GP) for symbolic regression. Structural risk
minimization (SRM) is a framework providing a reliable esti-
mation of the generalization performance of prediction models.
Introducing the framework into GP has the potential to drive
the evolutionary process toward models with good generaliza-
tion performance. However, this is tough due to the difficulty
in obtaining the Vapnik–Chervonenkis (VC) dimension of non-
linear models. To address this difficulty, this paper proposes an
SRM-driven GP approach, which uses an experimental method
(instead of theoretical estimation) to measure the VC dimension
of a mixture of linear and nonlinear regression models for the first
time. The experimental method has been conducted using uniform
and nonuniform settings. The results show that our method has
impressive generalization gains over standard GP and GP with
the 0.632 bootstrap, and that the proposed method using the
nonuniform setting has further improvement than its counter-
part using the uniform setting. Further analyzes reveal that the
proposed method can evolve more compact models, and that the
behavioral difference between these compact models and the tar-
get models is much smaller than their counterparts evolved by
the other GP methods.

Index Terms—Generalization, genetic programming (GP),
structural risk minimization (SRM), symbolic regression,
Vapnik–Chervonenkis (VC) dimension.

I. INTRODUCTION

GENERALIZATION is one of the most important
performance criteria for machine learning techniques [1]

which reflects their prediction performance on unseen
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data. More specifically, the expected generalization error
ErrT = E[L(Y, f (X))|T ] measures the prediction error of the
learned model over a set of unseen/test data for a given train-
ing set T . Here, L(Y, f (X)) refers to the loss function between
the target output Y and the output of the model f (X). A set of
input X and output Y pairs are considered to be drawn from an
underlying distribution P(X, Y) = P(Y|X)P(X), where P(X) is
the distribution of the input X and the conditional distribution
P(Y|X) is based on the input–output relation. The joint dis-
tribution P(X, Y) is needed in order to measure ErrT , which
is typically unknown in real-world learning tasks. Thus, many
learning algorithms rely on the empirical risk minimization
principle [2]. This principle consists of computing the errors
of a set of candidate models over the training set, and then
selects the one that obtains the minimum training error among
the set of models. The empirical/training error is expected to be
a good indicator of the expected test error. However, in many
cases, this indicator does not work well, particularly when
over-complex models have been learned, and/or the number of
training samples is too small to represent the real distribution
of P(X, Y).

Genetic programming (GP) [3] solves regression prob-
lems by evolving models with the best-fitted structures and
coefficients. GP does not require any prior assumption on
the data and has a flexible representation, which make it a
very suitable approach for symbolic regression. However, poor
generalization is still an open issue in GP. The evolutionary
process, which is guided by chasing the lowest empirical error,
might suffer from severe overfitting.

Structural risk minimization (SRM) [4] in learning theory
provides a powerful framework to estimate the generaliza-
tion ability of models. SRM defines an upper bound of the
generalization error, which is a combination of the empir-
ical risk/error and the confidence interval. The confidence
interval, which estimates a difference between the empirical
risk/error and the expected risk/error, is determined by the
size of the training set and the model complexity measured
by Vapnik–Chervonenkis dimension (VC-dimension) [5]. For
a fixed size training set, the confidence interval is deter-
mined purely by the VC-dimension. Previous research has
confirmed that the model complexity directly influences its
generalization ability [6], [7]. A widely accepted agreement
is that, given the same training set, complex models generally
have a larger difference between the training error and the test
error than their simple counterparts [6], [8], [9]. Therefore, the
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learning process under SRM, which tries to select the mod-
els having a good tradeoff between the empirical error and
VC-dimension (i.e., model complexity), can lead to models
with better generalization ability.

Despite its solid theoretical foundation and the ability in
assessing the expected test error, SRM is seldom considered
in GP for symbolic regression. The underlying reason is the
great difficulty in obtaining a tight theoretical estimation of the
VC-dimension of nonlinear models. Vapnik et al. [9] devel-
oped an experimental1 method to measure the VC-dimension
of a learning machine for classification. Our preliminary work
extended it to GP for symbolic regression and developed a
method named GPSRM [10]. Despite the notable generaliza-
tion improvement of GPSRM over standard GP, it still has
some drawbacks. An obvious one is that the experimental
method measuring the VC-dimension of regression models
was conducted under a uniform setting,2 which potentially
limits the accuracy of the estimated generalization error. This
drawback will be explained in detail in Section III.

This paper aims to address the above limitation of GPSRM
and performs a more comprehensive investigation on the gen-
eralization ability of SRM-driven GP on both synthetic and
real-world datasets.

A. Goals

The overall goal of this paper is to develop a new GP
method named GP with optimized3 SRM (GPOPSRM) for
further improving the generalization performance of GP for
symbolic regression. The new method represents a substan-
tial improvement over the previous method GPSRM proposed
in [10]. Specifically, this paper has the following research
objectives.

1) Whether and how the proposed SRM-driven GP
approach influences the training performance of GP.

2) Whether SRM-driven GP can lead to a notably better
generalization capability than GP and GP with other
generalization estimation methods.

3) How SRM-driven GP influences the complexity and
behavior of the evolved models.

4) Whether SRM with a nonuniform setting can outperform
its counterpart with a uniform setting in improving the
training and generalization performance of GP.

II. BACKGROUND

This section introduces GP for symbolic regression and
reviews state-of-the-art methods on improving the general-
ization of GP for symbolic regression. Then we introduce
two key concepts in learning theory, i.e., VC-dimension and
SRM, which are the crucial components of the method to be

1“Experimental” was used in the original paper [9] to emphasize that the
method is not a theoretical estimation.

2The “uniform setting” refers to the setting in the experimental method
to obtain the maximum deviations of the error rates, which are a set of key
values for measuring the VC-dimension. The uniform setting means that the
number of experiments to obtain the maximum deviation of errors is the same
for all datasets regardless the number of instances.

3“Optimized” is used in this paper, since for a set of design points used in
the experiments to measure the VC-Dimension, the process of search for a
better setting is an optimization process. It does not always mean the best one.

proposed in this paper. This is followed by discussing existing
implementation of SRM in different learning algorithms,
including GP.

A. GP for Symbolic Regression

When addressing symbolic regression problems, GP starts
from a population of randomly created regression models.
Then the population is progressively evolved in an iterative
way through evaluation, selection, and breeding generation
by generation. The evolutionary process will continue until
a predefined termination criterion has been met. Without any
predefined model structure, GP is able to evolve the struc-
ture of regression models with a set of good parameter values
simultaneously. This capability makes GP a suitable approach
to symbolic regression. There have been many successful
applications of GP for symbolic regression to date [11], [12].

B. Generalization in GP for Symbolic Regression

Generalization is a key performance criterion for measuring
the goodness of learning algorithms. Although generalization
has been deeply investigated in many other fields [13], [14], it
had not received much attention in GP for symbolic regression
for quite a long time. Before 2000, symbolic regression was
mainly considered to be an optimization problem, which used
all the available data for evolving the models and did not report
the generalization performance of the models on unseen data.
In recent years, an increasing number of approaches to pro-
moting the generalization ability of GP for symbolic regression
have been proposed [15]–[19].

Since overcomplex models can easily lead to overfitting, i.e.,
poor generalization, many methods try to reduce the complex-
ity of models in order to eliminate or reduce overfitting and
improve generalization on unseen data. Vanneschi et al. [7]
and Silva et al. [20] introduced an equalization genetic oper-
ator to GP to control the distribution of model size, and
can work well for controlling bloat and reducing overfitting.
The equalization operator and its dynamic version are shown
to be effective to increase the generalization ability of GP.
Astarabadi and Ebadzadeh [17] proposed a multiobjective GP
algorithm to enhance the generalization ability of GP. The
multiobjective GP employs the first order derivative of the
evolved models as a measure of model complexity. In addition
to use the training error of the models as one objective, the root
mean square error (RMSE) between the first order derivative
of the models and the corresponding value of the target model
is used as the second objective. The results on four symbolic
regression problems show that their method can generalize
better than standard GP. Vladislavleva et al. [6] introduced a
complexity measure named order of nonlinearity to GP. Their
method approximates the GP solutions by the Chebyshev poly-
nomials [21] to a certain accuracy. The minimum degree of
these Chebyshev polynomials is considered to the complexity
of the GP solution. The measure is utilized in a Pareto GP
algorithm as a competing objective to the training error, thus
to generate much smoother models and lead to better general-
ization gain. One common limitation of the above methods is
to measure the complexity of various approximations (to GP
solutions) but not directly on the solutions themselves.
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Assessing the expected test error of GP individuals properly
during the evolutionary process is an intuitive way to enhance
the generalization performance. One way to achieve this is
bias-variance decomposition, which decomposes the expected
test error into the bias error and the variance error [22]. A
lower variance error indicates that the models are less sensitive
to the training data, thus can potentially generalize well on
unseen data. Typically the variance error is estimated by a
Bootstrap method [23]. Various GP methods have employed
Bootstrap techniques [24]–[26], where the GP population is
trained on a list of bootstrap samples, and individuals with a
lower variance error are selected.

C. Vapnik–Chervonenkis Dimension and Structural Risk
Minimization

Statistical learning theory and probably approximately cor-
rect [4] define a general measure for the complexity of a
learning machine, which is VC-dimension [5]. The original
definition of the VC-dimension is for a set of indicator func-
tions {I(X, α)}, where X are the input vectors and α is a set
of parameters. The VC-dimension h of functions {I(X, α)} is
equal to the maximal number of input vectors X1, X2, . . . , Xh

that can be shattered by {I(X, α)} [27]. In other words, with
proper α, {I(X, α)} always can perfectly separate these vectors
into two classes in all the 2h possible ways. Late, this defini-
tion was extended for a set of real-value functions {R(X, α)},
where A ≤ {R(X, α)} ≤ B. The VC-dimension of {R(X, α)}
is defined as the VC-dimension of its indicator functions
{I(R(X, α) − β)} [4], where β ∈ (A, B).

After the proposal of VC-dimension, various assessments
on the expected generalization risk (i.e., expected test error)
have been developed [28]. SRM is one of these approaches.
SRM estimates the generalization error bound using the empir-
ical error/risk and the confidence interval. While the empirical
error is the error of the models on the training data, the confi-
dence interval is determined by the size of the training set and
the model complexity, i.e., the VC-dimension of the model.
SRM intends to minimize the generalization error of the mod-
els in the way of taking both the empirical error and the
confidence interval into consideration. In [4] and [28], a prac-
tical form of VC generalization bound for regression problems
is proposed. It is defined as

Rexp(h) ≤ Remp(h)

(
1 −

√
p − p ln p + ln n

2n

)−1

+
(1)

where Rexp(h) is the expected test risk, Remp(h)

stands for the empirical risk/error of the model,
(1 − √

p − p ln p + [ ln n/2n])−1+ represents the con-
fidence interval (“+” denotes the positive part of
1 − √

p − p ln p + [ ln n/2n]). In the confidence interval,
p = h/n. h is the VC-dimension of the model, and n is the
size of the training set. Accordingly, when learning from a
fixed number of training samples, a higher VC-dimension h is
more likely to lead to a larger generalization bound Rexp(h).

Let a set of k regression models be evaluated by SRM. These
models form a nested sequence with increasing estimated
generalization errors, Rexp 1 < Rexp 2 < · · · < Rexp k. SRM then

chooses models with a lower Rexp. These models usually have
a good balance between the empirical error and the model
complexity. They are expected to generalize well on unseen
data. A key component and the most difficult part of SRM is
how to accurately estimate of the VC-dimension of the models.

D. Implementation of the SRM Principle in
Learning Algorithms

Two kinds of constructive approaches have been found to
implement SRM directly into learning algorithms. The first
approach is to keep the empirical error fixed and minimize
the confidence interval. The design of support vector machines
(SVMs) [27] follows this rule. SVMs maps the data into a high
dimensional input space through some nonlinear mapping, and
its kernel functions and parameters are selected to minimize
the VC generalization bound. Via regularization operators, the
kernel function in SVMs is associated with a flatness property.
Among a set of functions which approximate the target outputs
within a given precision, the flattest functions are chosen.

The second important approach to implementing SRM is
to keep the confidence interval fixed and try to minimize
the empirical error. This strategy is widely used in neural
networks [29]. For a given number of training examples, the
confidence interval of the networks is determined by the VC-
dimension h of the functions for the neurons. The training
process finds the weights to minimize the empirical error.
Thus, in neural networks, selecting an appropriate structure
for the neurons is an important task, since it will lead to a
good tradeoff between underfitting and overfitting. A lot of
research has been conducted to estimate a more accurate VC
bound for neural networks [30], [31].

E. Implementing SRM in GP

Implementing SRM in GP is a challenging task, and only a
few works can be found in the literature. When implementing
SRM into GP, the decision of a tradeoff between an approx-
imate complexity of the model (i.e., VC-dimension) and the
minimal empirical error should be automatically made during
the evolutionary process, since it is impossible to have a fixed
confidence interval for the evolved models.

Borges et al. [32] and Montaña et al. [33] are the only work
that can be found before our initial work [10]. In their work,
SRM is introduced as a new fitness function to GP for sym-
bolic regression. The VC-dimension of the evolved models is
measured by a simplified estimator, which counts the number
of nonscalar nodes (i.e., nodes that are not operated by the
functions {+,−}) in a GP tree. They have shown the advan-
tage of SRM in enhancing the generalization performance of
GP. However, the relationship between the number of non-
scalar nodes and the VC-dimension of the model needs further
investigation.

Compared with a rough approximation, measuring the VC-
dimension of the evolved models through a well-designed
experimental method is more reliable and forms the major dif-
ference between methods in [32] and [33] and the proposed
methods in this paper.
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III. PROPOSED METHOD—GP WITH OPTIMIZED

STRUCTURAL RISK MINIMIZATION

In GP for symbolic regression, obtaining a small empir-
ical/training error does not guarantee a good generalization
performance in many scenarios, such as when the number of
available training instances is small or when learning from
training data with noise. In these scenarios, an accurate esti-
mation of the expected generalization error of the evolved
models is more reliable. Based on this hypothesis, in [10]
we introduced SRM into GP to propose a GP approach
named GPSRM. GPSRM employs SRM as the fitness func-
tion, and intends to achieve a good tradeoff between the
accurate approximation on the training data and the lower
complexity of these models. As mentioned above, when adopt-
ing SRM in GP, the crucial and most difficult aspect is to
obtain the VC-dimension of the evolved models. Different
from the existing methods [32], [33] that approximate the
VC-dimension by counting the number of specific nodes in
the models, we extended an experimental method to calculate
the VC-dimension of the evolved models. The effectiveness
of GPSRM on promoting the generalization of GP has been
investigated and confirmed in [10]. However, it still has
limitations.

One major limitation of GPSRM is the uniform setting in
the method that measures the VC-dimension of the evolved
models. More specifically, the uniform setting refers to the
same number of experiments conducted on all the datasets to
get the experimental maximum deviations. This setting does
not consider the fact that these datasets are randomly gen-
erated and have different numbers of instances. The uniform
setting and the variability of the random datasets potentially
restrict the accuracy of the measured VC-dimension of the
evolved models. It accordingly limits the effect of SRM on
improving the generalization of GP. To address this problem,
a more precise and reliable setting is needed. In applied statis-
tics, there is an important research topic: experimental design,
which aims to construct the optimal design for experiments. In
the previous work [34], [35], the experimental design is itera-
tively improved by exchanging the design points according to
the optimality criteria. In [36], this idea is introduced into the
process of measuring the VC-dimension of linear models and
shown its effectiveness.

Motivated by the idea of constructing an optimal design and
the promising results achieved in [36], this paper proposes an
improved method to measure the VC-dimension of evolved
models in GP to increase the accuracy of the estimated gener-
alization errors. The proposed method is named GPOPSRM.
The details of the method are presented as follows. We first
describe the fitness function used in SRM-driven GP. Then
for self-contained purposes, we overview the implementation
of SRM in GP under the uniform setting, which forms the
basis of this paper.

A. Fitness Function in SRM-Driven GP

When introducing SRM into GP, the major change is the
fitness function for measuring the performance of the evolved
models. In SRM-driven GP, the solutions are evaluated by the

estimated generalization error given by SRM. Assuming the
VC generalization error bound is tight, the fitness function is
defined as

Errexp = RMSE(
1 −

√
p − p ln p + ln n

2n

)
+

(2)

where

RMSE =
√∑n

i=1(f (Xi) − Yi)
2

n

RMSE is the error of the evolved model on the training data,
(1 − √

p − p ln p + (ln n/2n))−1+ is the confidence interval
between the empirical/training error and the estimated gener-
alization error. p = h/n, h is the VC-dimension of the model
and n is the number of training instances. When learning from
a given training set, i.e., n is fixed, the confidence interval
of a model is determined solely by h. In other words, for a
given n, a higher h leads to a larger p, which according cause
a larger confidence interval (1 − √

p − p ln p + (ln n/2n))−1+ .
Consequently, given the same/similar values of RMSE, a
higher h will lead to a larger generalization bound Rexp(h).
Moreover, when GP adopts the metric of SRM, the evolved
models, which have slightly smaller empirical errors but are
over complex (large h), are less likely to be selected to generate
new individuals. Those models and their offspring generally
incorporate too much information from the training data, thus
are over-adapted to the training set and difficult to generalize
well on unseen data. By assigning a higher estimated general-
ization error to those models and decreasing the probability of
selecting them for breeding, our new GP method is expected
to eliminate or decrease the trend of overfitting thus open
opportunities to generalize well.

B. GPSRM: Measuring the VC-Dimension Using Uniform
Setting

The evaluation process in GPSRM is shown in Fig. 1. The
fruitfulness of SRM in promoting the generalization of GP
highly depends on how precise of the measured VC-dimension
of evolved models. The theoretical approximation of the VC-
dimension is easy to obtain for linear models. The meaningful
complexity index for linear models is N + 1, where N is
the number of free parameters in the model [27]. However,
this complexity index is not appropriate for nonlinear mod-
els [27]. Thus, Vapnik et al. [9] proposed an experimental
method to measure the VC-dimension of a learning machine
for classification, which is suitable for both linear and nonlin-
ear models. Since the population of GP consists of a mixture
of linear and nonlinear models, it is difficult to measure the
VC-dimension of GP by a theoretical analysis. Before our pre-
liminary work [10], there was no existing work measuring the
VC-dimension of the evolved models in GP experimentally,
which could be more accurate and reliable than any simple
theoretical estimation. Therefore, we decided to extend the
method in [9] to regression models in GP. As mentioned above,
the VC-dimension of a real-value/regression function f (X, α)

is equal to the corresponding value of its indicator functions
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Fig. 1. Evaluation process in GPSRM for each individual f (X, α).

I(f (X, α) − β) [4], where A ≤ {f (X, α)} ≤ B and β ∈ (A, B).
The value of β can be obtained by calculating the correspond-
ing output of the regression model for a randomly selected
training example. By assigning a possible value of f (X, α) to
β, the problem of measuring the VC-dimension of a regres-
sion model f (X, α) is easily changed to the VC-dimension
of the indicator function I(f (X, α) − β). Then from steps 2–4
in Fig. 1, the VC-dimension of the model is measured. The
method to measure VC-dimension is described as follows.

1) Main Idea: Vapnik and Chervonenkis [37] derived a
criterion to decide whether a learning process is consistent.
Being consistent means the maximum deviation between the
empirical error and the expected error does not exceed a small
value ε (the probability of it approaches zero). Specifically,
for the indicator function I(X, α) with a VC-dimension
h, to decide whether the learning process is consistent,
Vapnik and Chervonenkis [37] defines the bound of this
probability as follows:

P
{
sup

[
Rexp − Remp

]
> ε

}
< min

{
1, exp

[(
C1

ln 2n/h + 1

n + h
− C2ε

2
)

n

]}
(3)

where C1 and C2 are two constants, and C1 <= 1 and
C2 > 0.25. This bound is independent of the conditional
distribution P(Y|X). The bound also leads to an inequality as
follows, i.e., for any given constant δ, there exist a number
nl so that when the number of training instances n > nl, the
following inequality holds:

P
{
sup

[
Rexp − Remp

]
> ε

}
< exp

[(
−(C2 − δ)ε2

)
n
]
. (4)

Later researchers improved the value of the constant to C2 = 2.
For a large n, the bound is found to be close to the value

gave by the Kolmogorov–Smirnov law [38], which defines
the distribution law of the maximum derivation between the
training error and the test error of a simple linear function.
The law is formulated as: when learning the target function:
f (x, α) = I(x − α), for sufficiently large number of instances,
the equality

P
{
sup

[
Rexp − Remp

]
> ε

}
= exp

(
−2ε2

)
n − 2

∞∑
k=2

(−1)k exp(−2εkn) (5)

holds. Note that compared with the value of the first term, the
value of the second term is very small. The close of above
bound and the value of the Kolmogorov–Smirnov law indi-
cates that the bound is tight and close enough to the exact
value. Based on this observation, [9] also assumed that there
exit a value for C1 to make the bound to be tight for both
small and large numbers of instances. In this scenario, the
function �(n/h), which defines the expected maximum devi-
ation between the error rates, is independent of the conditional
distribution P(Y|X). The definition of �(n/h) is

�
(n

h

)
= E

{
sup

[
Rexp − Remp

]}
. (6)

Based on the assumption that it is able to derive �(n/h), the
idea of the experimental method to measure the VC-dimension
was proposed in [9]. Suppose that �(n/h), which is deter-
mined by the VC-dimension h and the number of training
instances n, can then be derived successfully. The experimen-
tal estimation of the maximum deviation between the expected
test error and the empirical error is also available. The VC-
dimension h of a model can be measured by finding the value
that can achieve a good fitting between the theoretical val-
ues given by �(n/h) and the maximum derivations obtained
experimentally. Fig. 2 visualizes this process. As it shows,
for a list of ε(ni) (i.e., the orange dots, the values of which
are obtained from the experimental method), try to find the
parameter h of the curve �(n/h) to make it best fit the given
ε(n) values. These ε(n) values are obtained based on a set
of design points, where each design point determines the size
of randomly generated datasets [9]. Note that in practice, it
is impossible to obtain the error on an infinite number of
test instances. Instead, measuring the maximum deviation of
the errors on two independently generated paired datasets is
a reasonable choice. Here, these paired datasets refer to two
datasets having the same number of instances. The inputs in
the two datasets follow the same distribution and the outputs
are generated randomly. The derivation of �(n/h) and the
process of obtaining the experimental values of the maximum
difference between the errors will be presented in detail as
follows. (Because of the page limit, we briefly introduce the
major derivation process of �(n/h) here. Readers who are
interested in the detailed procedure are referred to [9] or our
online supplementary material for more information.)

2) Theoretical Formula of the Maximum Deviation: To
estimate a bound on the expectation of the maximum devi-
ation between errors, we need to formulate this maximum
deviation at first. For a set of indicator functions I(X, α)

with a VC-dimension h, given a set of samples Z2n =
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Fig. 2. h is measured by searching for a better fitting (from h′ to h∗) between
�(n/h) and the experimental maximum deviation.

X1, Y1, X2, Y2, . . . , X2n, Y2n where Xi is the input vector and
Yi ∈ (0, 1) is the label, let Pe1(Z2n) denote the error rate on
the first n samples, and Pe2(Z2n) denote the error rate on the
other n samples. The error rate is obtained by

Pei(Z2n, α) = 1

n

⎛
⎝ n∑

j=1

∣∣Yj − I(Xj, α)
∣∣
⎞
⎠. (7)

Then the maximum derivation ε(n) between the errors
obtained by I(X, α) is defined as

ε(n) = sup
[
Pe1

(
Z2n, α

)
− Pe2

(
Z2n, α

)]
(8)

where sup is the supremum (least upper bound) of the set of
derivations.

The expectation of ε(n) is bound as follows:

E{ε(n)} ≤

⎧⎪⎪⎨
⎪⎪⎩

1 if n
h <= 0.5

C1
ln(2n/h)+1

n/h if 0.5 < n
h <= 8

C2

√
ln(2n/h)+1

n/h if n
h > 8

(9)

where C1 and C2 are two constants. 0.5 and 8 are values to
distinguish datasets with large and small n/h values [9].4 There
exist constants C1 and C2 that make the bound tightly holds.
Using a continuous approximation, the right side of the bound
can be defined as

�
(n

h

)
=

⎧⎨
⎩

1 if n
h <= 0.5

a
ln(2 n

h )+1
n
h −k

(√
1 + b( n

h −k)
ln(2 n

h )+1
+ 1

)
otherwise

(10)

where the parameters a and b determine �(n/h) that can cover
the region of large ([n/h] > 8) and small (0.5 < (n/h) <= 8)
values of n/h. The values of a and b are obtained by fitting (10)
to the experimental maximum deviations of linear models on
datasets with various n/h, since the VC-dimension h of these
linear models are known. Accordingly, it found that a = 0.16
and b = 1.2 in [9]. Then according to �(0.5) = 1, it is easy
to get k = 0.14928.

3) Experimental Measure of the Maximum Deviation:
Step 3 in Fig. 1 shows the procedure of obtaining ε(ni) on all
the design points {n1, n2, . . . , nq}. On each design point, ε(ni)

is the average value over a set of ε(ni,j) (j ∈ {1, 2, . . . , mi}).
These values are obtained from mi(= 20) times of independent

4For more details of the bound and the parameters, readers are referred to
the online supplementary material of this paper or [9].

Algorithm 1: Measuring a Set of Maximum Deviations
Obtained by f (X,α)

Input: a regression model f (X,α), p represents the number of distinct
nodes in a GP tree, i.e., the regression function f (X,α), and u is the
number of distinct features in f (X,α)

Output: a set of maximum deviations ε(ni)
Randomly select one training example X1 and set β=f (X1,α).
Set h′ = p
Calculate the set of {n1, n2, ..., nq} according to a set of design points

ni/h′={0.5,0.8,1.0,1.2,2,2.5,3,3.5,5,6.5,8,10,15,20,30}, i ∈ [1, q] (as
recommend in [4], it needs a bunch of different ni to make sure the
range of ni/h′ to cover a wide enough range 0.5 < ni/h′ < 32)

for i := 1 to q do Obtaining the maximum deviations on one design
point loop

for j := 1 to mi do Measuring one maximum deviation loop
Randomly generate two classification datasets D1 and D2.

Each dataset has ni instances and a feature set X containing
u features/variables, and the label Y of each instance is
generated randomly.

Reverse the labels in D1 to form a new dataset D′
1 and merge

D′
1 and D2 to form another new dataset D3.

Training the model {f (X,α)−β} to minimize its MSE on D3
using mini-batch gradient descent, then calculate its error
rates on D1 and D2 according to Equations (7) and (8).

Calculate ε(nij) that is the deviation of the error rates
obtained by {f (X,α)−β} on D1 and D2.

end
ε(ni) = ∑mi

j=1 ε(nij)/mi

end
Return ε(ni)

experimental measure. The average of these values is used,
since it is considered to be able to reduce the influence of
randomness. The blue dashed box in step 3 in Fig. 1 shows
how the maximum deviation of errors is obtained for one time,
i.e., on two randomly generated datasets.

To get the maximum deviation ε(ni,j) on the two datasets,
it needs maximizing the error rate on the first dataset, while
minimizing the error rate on the second dataset at the same
time. It is important to note that the error rate is a mea-
sure for the performance of an indicator/classification function,
which is not suitable for regression models — the focus of this
paper. Therefore, we change the task from calculating the VC-
dimension of f (X, α) to obtain the corresponding value of the
model I(f (X, α) − β), which is a binary classification model.
The pseudo-code of this procedure is shown in Algorithm 1.

As shown in Algorithm 1, for a given regression model
f (X, α) with u distinct input variables, the detailed procedure
of getting the maximum deviation ε(ni) of I(f (X, α) − β) on
two independent datasets is described as follows.

1) Generate two random datasets D1 and D2, each of which
has n instances. The length/dimensionality of the input
vectors is equal to u. The inputs are drawn randomly
within a uniform distribution over the interval [−1, 1].
The labels of the instances are created according to the
conditional probability distributions P(Y|X) = 0.5 for
Y = 0 and P(Y|X) = 0.5 for Y = 1.

2) Merge D′
1 and D2 to form a new dataset D3, which has

2n instances. Here, D′
1 refers to a new dataset where

the instances are generated by reversing the labels in
D1 (D1 and D′

1 have the same input vectors but the
opposite output values, i.e., for an instance with a label
Y = 0 in D1, the corresponding instance in D′

1 has the
label of Y = 1).
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3) Training the model {f (X, α) − β} to minimize its MSE
on dataset D3 (D3 =D′

1 ∪ D2), thus I(f (X, α) − β) can
get a maximum deviation of errors on D1 and D2.

4) Calculate the ε(nij) over the two datasets D1 and D2
according to (7) and (8).

In step 3 of the above procedure, mini-batch gradient
descent [39] is used to train the coefficients in the model to
obtain the minimal MSE on D3. Minimizing the error of the
model on D3 is equivalent to getting the maximum deriva-
tion ε(n) on D1 and D2 (since D3 =D′

1 ∪ D2).5 The deviation
is largely independent of the distribution P(Y|X), thus we use
P(Y|X) = 0.5 to generate random labels. However, P(Y|X) can
be any other values. Repeat steps 1–4 for mi times indepen-
dently (mi = 20 is suggested in [9], which is considered to be
large enough to make the average value represents the central
tendency of ε(ni)). The mean value of the ε(nij), j ∈ [0, mi] is
treated as the maximum derivation on the design point ni.

Then the whole procedure is repeated on q design points.
Different design points refer to different numbers of instances,
i.e., ni from {n1, n2, . . . , nq}. The selection of {n1, n2, . . . , nq}
should cover the range of 0.5 ≤ (ni/h′) ≤ 32 (it is the recom-
mended setting in [9]), where 0.5 is the starting point of the
definition of �(n/h) shown in (10) and 32 is set to make sure
that the range of (ni/h′) is big enough for various ni. h′ is an
initial guess of the VC-dimension of the model. In this paper,
it is set to be the number of distinct nodes in the GP model.
A larger q means more design points, which would lead to a
more accurate fitting between ε(n) and �(n/h) and a tighter
VC bound. However, it also lead to more computational cost.
Thus, to achieve a good balance, the trail experiments in our
preliminary work show that 15 is a reasonable value for q, (i.e.,
for a given h′, setting 15 ni to make ni/h′ = {0.5, 0.8, 1.0, 1.2,

2, 2.5, 3, 3.5, 5, 6.5, 8, 10, 15, 20, 30}). This repeated proce-
dure is under a uniform setting, i.e., the number of exper-
iments repeated on each of the q design points is the
same, i.e., m1 = m2 = · · · = mq = 20, which is recommended
in [9].

After getting all the maximum deviation [i.e., ε(ni)] val-
ues, the VC-dimension of the model can then be approx-
imated by choosing the h that can create a good fit
between the set of ε(ni) and the function �(n/h) according
to h = arg min

∑q
i=1 [ε(ni) − �(ni/h)]2, i.e., choosing an

approximate h to minimize the error (such as the MSE used
in this paper) between the set of ε(n) and �(n/h).

C. GPOPSRM: Measuring the VC-Dimension Using
Optimised Setting

The uniform setting of the experiments for measuring the
maximum deviation and the variability of random instances
in each pair of independent datasets can potentially lead to
a not reliable enough VC-dimension h, and correspondingly
generate a loose generalization bound in SRM-driven GP.
Therefore, we aim to make further improvement on measuring
the maximum deviation by employing a better setting.

5For a more detail approve of this, readers are referred to the online
supplementally material or [9].

To improve the setting in the procedure of measuring the
VC-dimension, the idea of optimal experiment design from
applied statistics [34], [35] is employed. The process of search-
ing for a better setting starts from a well-designed setting, then
repeats a process of constructing neighbor settings, which have
better performance than current setting, until an “optimal”
setting is achieved (i.e., no any better neighboring setting is
available) or the stop criterion is satisfied.

To develop a better setting to measure the VC-dimension,
the original uniform setting is a good starting point. The target
of this optimization process is to minimize the error between
a set of ε(n) and �(n, h), thus the evaluation criterion for a
setting is set as

MSE =
q∑

i=1

mi∑
j=1

(
ε
(
ni,j

) − �
(
ni, h∗))2

/(mi ∗ q) (11)

where ε(ni,j) is the jth maximum deviation on the design
point ni. mi is the number of maximum deviation values
obtained from the repeated experiments on ni, i ∈ [1, q]. q
is the number of design points (q = 15 in this paper). The
number of instances on each design point is different, typ-
ically n1 < n2 < · · · < nq. A better setting leads to a lower
MSE between ε(n) and �(n, h).

Improving the setting is to adjust mi for each design point
appropriately. To find a better setting, the neighbors of current
setting are obtained and evaluated. A neighboring setting can
be reached by decreasing the number of experiments by one
on the worst design point while adding one more time on the
best design point. The goodness of a design point ni relies
on the contribution of (ε(ni) − �(ni, h)) to the overall MSE
in (11), the smaller the better. The procedure of measuring VC-
dimension using the optimized setting is presented as follows.

1) Under the uniform setting, measure mi ∗ q different ε(ni)

and �(ni) values, where ni ∈ {n1, n2, . . . , nq}, mi = 20
and q = 15 (initialization).

2) Calculate the VC-dimension h∗ by finding the best fit
among all the various ε(nij) and φ(ni/h). Here, each
ε(nij) participates in the fitting instead of using the
average ε(ni) over mi times in the uniform setting,
since the values of m on {n1, n2, . . . , nq} are potentially
different now.

3) Calculate the MSE according to (11).
4) Rank the design points n1, n2, . . . , nq accord-

ing to its contribution CB(ni) to MSE,
CB(ni) = (MSE(removeni) − MSE)/ni (the
contribution is normalized by the number of instances).

5) Construct a neighboring setting by adjusting the number
of experiments on the design points, which is to add
one experiment on the best point, while removing one
experiment from the worst point.

6) Calculate the new MSE∗ between the set of ε(n) and
�(n, h) on the new setting. If MSE∗ is higher than
MSE, then reverse to the former setting and add the
removed experiment to the 2nd (or 3rd, 4th,. . . , until
find the one yields to lower MSE∗).

7) Repeat steps 2–6 until no design point has positive con-
tribution on MSE or the number of experiments on the
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positive points reaches a predefined threshold, which is
to prevent the situation that all the experiments are allo-
cated on a single design point, not a set of design points.

The proposed GPOPSRM algorithm employs the nonuni-
form setting for measuring the VC-dimension of evolved
models in GP. This forms the major difference between
GPOPSRM and our preliminary method GPSRM. In addition,
the advance of the nonuniform setting over the uniform set-
ting is expected to bring benefit to SRM-driven GP, since the
advance will lead to a tighter VC generalization bound, which
is crucial to the success of SRM-driven GP.

Note that it is only necessary to measure the VC-dimension
for a number of top individuals ranked according to their
empirical errors (i.e., RMSE in this paper) in both GPSRM
and GPOPSRM. This is because the difference between the
confidence interval of the top individuals and their worse coun-
terparts ranges within the interval [0, 1], so that it can be
ignored when the empirical risk difference between two sets of
individuals is large. On the other hand, these worst individuals
have a very low probability to win the tournament selection to
be parents of the new individuals in GP. Moreover, measuring
the VC-dimension of evolved models is expensive. Therefore,
we define a parameter γ in GPSRM and GPOPSRM, so that
only the top γ percent of individuals in the candidate pop-
ulation will be measured. For the rest 1 − γ percent of the
population, their VC-dimension is assigned to be a random
big value (i.e., 50 in this paper). The setting is to make the
evolutionary process focus on the comparison of estimated
generalization error between the top γ percent of individuals
and make the method more efficient.

IV. EXPERIMENT DESIGN

To investigate the generalization ability of GPOPSRM, a set
of experiments have been conducted. The experiment design,
in particular, the selection of benchmark problems, the bench-
mark methods for comparison, and the parameter settings for
GP runs, is presented in detail.

A. Benchmark Problems

Due to the lack of benchmarks (datasets) specially designed
for testing the generalization ability of GP for symbolic
regression, in this paper, we examine the methods on eight syn-
thetic symbolic regression problems and two real-world high-
dimensional regression datasets, which are taken from previous
research on GP for symbolic regression [6], [40], [41]. These
benchmark problems have been shown to be prone to
overfitting, therefore generalization estimation during the
training process is desired.

The details of the target functions and the sampling strate-
gies for the training data and the test data of the eight synthetic
regression datasets are shown in Table I. The first four func-
tions are taken from [6]. Despite the low dimensionality, they
are claimed to be difficult regression tasks. The rest four prob-
lems are from [40]. For all these eight problems, a small
number of training points is obtained to simulate the real-
world situation, where GP is prone to overfitting. The number

TABLE I
SAMPLING STRATEGIES FOR THE TRAINING DATA AND THE TEST DATA

TABLE II
REAL-WORLD PROBLEMS

of training data points is 50 for the first four problems and 20
for the other four problems.

We also test the methods on two high-dimensional real-
world regression datasets as shown in Table II. The first dataset
is from the field of pharmacokinetics [42]. The task is to
predict the value of a kind of pharmacokinetics parameter, i.e.,
the median lethal dose (represented as LD50). It has been used
in many recent papers [7], [41], [43] to investigate the gener-
alization of GP. LD50 is split randomly with 70% of instances
for training and the other 30% for test. The second dataset is
the Diffuse Large-B-Cell Lymphoma (DLBCL) dataset [44].
The task is to predict the survival time of patients who have
DLBCL and received chemotherapy. In DLBCL, the training
set and the test set are provided.

B. Benchmark Algorithms for Comparison

To further investigate and confirm the effect of SRM on esti-
mating the generalization performance, comparisons between
GPOPSRM and the following three GP methods have been
approached.

1) Standard GP, which is a baseline for comparison.
2) GP with 0.632 Bootstrap (BGP) refers a GP method

which also estimates the generalization error using the
0.632 bootstrap [45]. In [10], the bias/variance error
decomposition (BVGP) [24] was compared. In BVGP,
the generalization error of a GP model is assessed by
two aspects, the bias error and the variance error. Bias
error refers to the error over the training set, while
the variance error is considered as the sensitivity of
a model to the training data. However, the experiment
results show that BVGP generally has worse generaliza-
tion performance than GPSRM [10]. This might due to
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TABLE III
PARAMETERS FOR THE FOUR GP METHODS

the potential overlap of instances in bootstrap datasets
and the original training set, which leads to an inac-
curate estimation of variance error [2]. Therefore, this
paper compares with an improved version of BVGP
employing the 0.632 bootstrap. Under 0.632 bootstrap,
the definition of the estimation of generalization error
as follows:

Rest = 0.368 ∗ Remp + 0.632 ∗ Verr

Verr = 1

n

n∑
i=1

1∣∣C−i
∣∣ ∑

b∈C−i

(
E
(

D∗b
))

(12)

where Rest is the estimated generalization error, Remp is
the empirical error, and Verr is the variance error. n is
the number of training instances. C−i refers to the set of
bootstrap samples which does not contain the training
instance i, and |C−i| is the number of such bootstrap
samples. E(D∗b) is the error on each bootstrap sam-
ple in C−i. For computing Verr, we should choose the
total number of bootstrap samples B to be large enough
to ensure |C−i| is larger than zero (i.e., to make sure
some bootstrap set contain samples that are not used
for training). In this paper, we set B = 200, which is a
recommended setting in [2].

3) GPSRM. It is proposed in our recent work [10], which
is the preliminary investigation on the generalization of
SRM-driven GP for symbolic regression.

These four GP methods use different indicators for the
generalization performance. Standard GP relies on the empir-
ical risk/error, while BGP uses the variance error estimated
by the 0.632 Bootstrap. The GPSRM and GPOPSRM use
the confidence interval. The comparison focuses mainly on
the effect of these indicators on the generalization of GP.
All the examined GP methods are implemented under the ECJ
GP framework [46].

C. Parameter Settings

The parameter settings for the four GP methods (GP, BGP,
GPSRM, and GPOPSRM) can be found in Table III, which are
common settings in GP [3]. Note that the tournament selec-
tion for GPSRM and GPOPSRM is also a standard one. To
select a parent, the tournament selection operator randomly

TABLE IV
RESULTS OF STATISTICAL SIGNIFICANCE TESTS

samples 7 candidate individuals from the population and the
one with the smallest estimated generalization error is selected
as a parent for genetic operators. Following the settings in [6]
and [40], the function set is different for different benchmark
problems. For the same benchmark problem, all the four meth-
ods have the same function set. According to our preliminary
work [10], the parameter γ is set to 20%, which is sufficiently
large for not missing individuals that have potentially good
generalization ability while can reduce the computational cost.

In each method, 100 independent runs have been conducted
on each problem. Therefore, 4000 (i.e., 4*10*100) experi-
ments have been run for the four methods on ten datasets,
and 8000 (i.e., 4000*2) training and test results are used here
to discuss the training and generalization performance of the
four methods.

V. RESULTS AND DISCUSSIONS

The section presents and discusses the results on the ten
datasets. The distributions of RMSEs of the 100 best-of-run
individuals on both the training sets and the test sets are
presented. To examine the generalization performance in more
detail, the evolutionary plots drawing the median test RMSE
of the 100 best individuals on every generation are provided.
Further analyzes on model size and model behavior are also
presented.

The Wilcoxon test, which is a nonparametric statistical sig-
nificance test, is conducted to compare the 100 best training
RMSEs and the corresponding test RMSEs. The Wilcoxon test
is performed on the comparisons between GPOPSRM and the
other three methods (GP, BGP, and GPSRM) in pairs, and also
between GP and BGP and GPSRM (i.e., GP versus BGP and
GP versus GPSRM). The significance level is 0.05.

A. Overall Results

The distributions of the RMSEs of the 100 best-of-run mod-
els on the training sets and the test sets are shown in the
box plots in Figs. 3 and 4, respectively. The overall pat-
tern is that the SRM-driven GP methods generally has a
worse learning performance (showed in Fig. 3) but much bet-
ter generalization performance (demonstrated in Fig. 4) than
standard GP and BGP on the examined datasets. Table IV
presents the results of the statistical significance tests. While
“−” stands for GPOPSRM (GP) performs significantly better
than the compared method, “+” indicates GPOPSRM (GP) is
significantly worse, and “=” means no significant difference.
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Fig. 3. Distribution of RMSE of the 100 best-of-runs individuals on the training sets.

Fig. 4. Distribution of the corresponding test RMSE of the 100 best-of-runs individuals.

1) Learning Performance on the Training Sets: As shown
in Fig. 3, on most of the ten training sets, the two SRM-driven
GP methods both have a worse training performance than stan-
dard GP. On seven of the ten training sets, GPOPSRM has
much higher training RMSEs than GP (except on f1, f3, and
f6). The training advantage of standard GP over GPOPSRM
on these seven datasets is significant. On the other three
datasets, f1, f3, and f6, while GPOPSRM has a better training
performance (in median) than GP, the difference between the
training RMSEs in the two methods is not significant. When
compared with BGP, GPOPSRM has significantly higher
RMSEs on six training sets, which are f2, f4, f5, f6, f7, and
LD50. On f1, it has a smaller training error than BGP, which
is significant. The training RMSEs of BGP and GPOPSRM on
the other three training sets have a similar distribution, and no
significant difference can be found. Compared with GPSRM,
GPOPSRM has smaller training errors on most of the datasets.
On four training sets (f1, f2, f3, and f6), GPOPSRM has sig-
nificantly smaller training errors than GPSRM. On the other
six datasets, GPOPSRM has a smaller training RMSE than
GPSRM, but the gaps are not significant.

It is not very surprising that standard GP outperforms the
two SRM-driven GP methods on most of the training sets.
This is due to the underlying objective in the two SRM-driven
GP methods, which is to restrict the model complexity. This
restricted objective has a tendency to conflict with the lower
training errors, particularly when over-complex models with
smaller training errors and smoother models with larger train-
ing errors are competing in the GP population. This is also the
reason that GPOPSRM has a worse learning performance than
BGP. The variance error in BGP is not related to the model
complexity directly. Therefore, the conflict between the vari-
ance error and the empirical/training error is not as severe as
it counterpart in SRM. This is confirmed by the fact that on
three of these training sets (f2, f6, and f7), BGP can have better
training performance than GP.

2) Generalization Performance: Compared with the train-
ing performance, we are more interested in the generalization
performance, which is a more important criterion for the suc-
cess of the learned model. The overall pattern is very clear in
Fig. 4. Both GPSRM and GPOPSRM have significantly bet-
ter generalization performance, i.e., a much smaller RMSE,
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Fig. 5. Evolution plots of the test median RMSE and the 95% confidence interval.

than GP and BGP on almost all the ten test sets. This is very
different from the pattern in the training sets. As shown in
Fig. 4, on most of the test sets, GPOPSRM has much lower
median values than GP, which indicates that GPOPSRM has
much better generalization performance than GP. In addition,
the smaller whiskers in the boxes of GPOPSRM represent a
much smaller standard deviation than that of GP, which indi-
cates that GPOPSRM outperforms GP on all the test sets in
a stable way. The Wilcoxon test results confirm that, the new
method can enhance the generalization of GP significantly on
all the ten datasets.

Compared with BGP, GPOPSRM has much smaller test
errors on five of the eight synthetic datasets (f1, f3, f4, f5, and
f8). On the other three synthetic datasets, no significant gen-
eralization difference between the two methods can be found.
GPOPSRM outperforms BGP on the majority of the test sets,
which indicates the advantage of SRM over bootstrap on esti-
mating the generalization ability of GP solutions, particularly
when the number of training instances is small. In this case,
the bootstrap sets and the training set are more likely to have
instances in common, thus bootstrap is difficult to provide a
good estimation of the generalization performance. Compared
with BGP on the two real-world datasets with a larger number
of training instances, GPOPSRM has significantly better gen-
eralization gain on DLBCL, and slightly larger test RMSEs on
LD50, but not significant. These two datasets have a similar
number of training instances (which is 163 in LD50 and 160 in
DLBCL), but the number of features in DLBCL is much larger
than LD50 (i.e., 7399 versus 626). The available information
in DLBCL is much less than LD50. This makes BGP, which
relies on extracting information from the training set during
the evolutionary process, lose the advantage on DLBCL, while
it can perform well on LD50.

Compared with GP and BGP, SRM-driven GP methods gen-
erally achieve a better generalization performance on most of
the test sets, particularly on the first five synthetic datasets.

The target functions of these five datasets contain trigonomet-
ric or exponential functions and have a smaller number of
training instances. So the first five datasets are more difficult
than the other three synthetic datasets. On four of the last five
test sets (except for LD50), the two SRM-driven GP methods
still outperform GP and BGP in a smooth and significant way.

In terms of the comparison between the two SRM-driven GP
methods, GPOPSRM has a better generalization performance
than GPSRM on all datasets. GPOPSRM has significantly
smaller test RMSEs than GPSRM on f1, f2, f8, and LD50.
On the other six test sets, GPOPSRM still outperforms
GPSRM, although not at a significantly level. The advantage
of GPOPSRM over GPSRM is due to the nonuniform set-
ting for measuring VC-dimension of evolved models, which
is the major difference between the two methods. The detailed
comparison between the two methods will be presented in the
following section.

B. Evolution of Generalization Performance

Since the capability of generalization is the focus of the
paper, we will examine the generalization performance in more
detail. The evolutionary plots on the test sets in Fig. 5 are
drawn using the median corresponding test RMSE and the
95% confidence interval over the 100 best-of-generation mod-
els. On every generation, the generalization performance of
the best-of-generation model is recorded but never takes any
part in the evolutionary process.

It can be observed that overfitting occurs in GP in most
cases. GP has an increasing generalization error after decreas-
ing over the first few generations on most of the test sets,
except for f6 and f1. On f2, f3, f4, f5, and f7, it suffers from a
serious overfitting, while on the other three datasets, it slightly
overfits over several final generations.

On most of the datasets (i.e., on f2, f3, f4, f5, and f7),
where GP overfits severely and quickly, BGP can not elim-
inate/reduce overfitting effectively either. This is due to the
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Fig. 6. Evolutionary plots on training RMSEs and VC-dimensions.

small number of training instances and/or the smaller ratio
of instances over the number of features in the training sets.
BGP, which relies on the bootstrap of the training instances
to estimate the variance error, fails to generalize beyond the
training sets in this case. In some test sets (i.e., on f1, f3, and
f5), it performs even worse than GP.

Different from GP and BGP, the two SRM-driven GP meth-
ods generalize well on most of the test sets. On f2, f3, f4, and
f5, where GP overfits severely, the two methods can eliminate
overfitting and do not have the overfitting trend. On f7, the two
methods can reduce generalization errors significantly, but still
overfit. On the other test sets, where GP does not overfit or
overfits slightly, the two SRM-driven GP methods generalize
very well. The pattern of generalization errors in the evolution-
ary process confirms the advantage of SRM principle over the
empirical risk minimization principle. In other words, guiding
the evolutionary process by the estimated generalization error
typically leads to a better generalization ability than by the
purely empirical risk. This might be due to the less greedy
nature for chasing a lower training error of SRM-driven GP,
which encourages a better exploration of the search space.

Considering the comparison between GPSRM and
GPOPSRM, on most of the examined benchmarks, GPOPSRM
generalizes better than GPSRM. The improvement on the
generalization performance is brought by the nonuniform
setting in GPOPSRM, which outperforms the uniform setting
in GPSRM in two aspects. First, the optimized setting can
reduce the random variability of the measured VC-dimension
by removing the relatively large MSE as defined in (11).
Second, compared with the uniform setting, the nonuniform
setting generally has more experiments on design points
having a larger number of instances. This will decrease

the difference between the theoretical and the experimental
maximum deviation of errors. Both the two aspects will
lead to a more accuracy VC-dimension of evolved models,
therefore will achieve a better generalization estimation. The
advantage of GPOPSRM confirms the expectation that a
better estimation ability on the VC-dimension of evolved
models can lead to a lower generalization error.

C. Further Analysis

Further analysis on the evolved models has been approached
with respect to their structures and behaviors. We also
have an analysis on the expensive computational cost in
SRM-driven GP.

1) Structural Level: To examine how SRM influences the
model complexity in GP, we draw the evolutionary plots on
the relationship between RMSEs and VC-dimensions in both
GP and the SRM-driven GP.6 These plots are drawn using
the median RMSE of the best-of-generation programs and the
median VC-dimension of these programs. Note that the best
solution is selected according to their fitness value, i.e., the
estimated generalization error in the SRM-driven GP and the
RMSE in standard GP. So it is possible that the best solutions
in these GP methods are total different from each other from
the first generation (e.g., on F1, F2, F3, and F4). For stan-
dard GP, the VC-dimension of the best solution is measured
and recorded, but they never play a role in the evolutionary
process.

As Fig. 6 shows, the over pattern is that the VC-dimension
of the best solution increases along with the generation, while

6More information on the relationship between RMSE and the confidence
intervals can be seen from our online supplementary material.
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TABLE V
EXAMPLE OF BEST-OF-THE-RUN MODELS FOR PROBLEM f6 = x4

1 − x3
1 + x2

2/2 − x2

RMSE keeps decreasing. As expected, on the ten datasets,
standard GP has consistently larger VC values than the SRM-
driven GP on all the datasets. In standard GP, where there is
no any restriction on the model complexity, the VC-dimension
increases very fast. On most generations, it grows linearly. In
some cases, at the final stage of the evolutionary process, the
growth of the VC-dimension does not bring any benefit on the
training performance (This is obvious on F4 and F6). SRM-
driven GP has a different pattern. On most of the datasets,
the VC-dimension increases slowly. The upward trend of the
VC-dimension and the downward trend of the RMSE are con-
sistent, i.e., a larger increase in the VC-dimension brings a
larger decrease to the RMSE. This increase in the model-
complexity in SRM-driven GP is effective in reducing the
training errors.

Another finding is that the different pattern on the mea-
sured VC-dimensions in GPSRM and GPOPSRM. In some
cases, this small difference brings a big difference in RMSE
(e.g., on F1, F2, F3, LD50, and DLBCL). On these datasets,
the difference between the VC-dimension of GPOPSRM and
standard GP is large, but the RMSE difference is small.
This indicates there might exist certain threshold for the
model complexity. Under this threshold, the increase in
the model complexity brings notable benefits for the train
performance. When the complexity above the threshold, it
is difficult to improve the performance by increasing the
model complexity. We will investigate this in the future
work.

2) Behavioral Level: On the behavioral level, we examine
some evolved models in detail and try to find why the

models evolved by GPOPSRM outperform those of the
other three methods. We randomly took two groups of
the best-of-run models from the 100 group candidates on
f6, where the four algorithms all have good generalization
performance. They are displayed in the Evolved Model col-
umn of Table V. To make the behavior of the evolved models
more obvious, we present the mathematically simplified form
of these models. The original evolved models confirms that
SRM-driven GP methods can evolve more compact mod-
els with a simpler structure. The behavior of the evolved
models can be seen from the simplified form of the models.
The similarity between the simplified models and the tar-
get model (f6 = x4

1 − x3
1 + x2

2/2 − x2) indicates why all the
four methods can generalize well on f6. It is clear that the
example models evolved by GP on f6 are more complex than
the target models. The other three methods can reduce the
model complexity to different levels. Compared with BGP and
GPSRM, GPOPSRM can evolve simpler models. Moreover,
these simpler models generally contain the same components
as those in the target function, such as x4

1, x3
1, and x2

1. This
indicates that the behavioral similarity between these models
and the target models is higher than their counterparts in BGP
and GPSRM.

3) Computational Cost for Measuring SRM: The compu-
tation cost in both GPSRM and GPOPSRM is much higher
than standard GP, which is usually more than ten times
higher. Here, we summarize the additional computational
effort needed when introducing SRM into GP under the
uniform setting. Using the nonuniform setting needs more
effort.
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The major cost in SRM-driven GP is spend on measur-
ing the VC-dimension of the solutions experimentally. To
measure the VC-dimension of GP solutions, every generation
needs 102 ∗ (3000 + 600) additional evaluations. Specifically,
on every generation, the VC-Dimension of 102 individuals
(20% of 512 individuals) needs to be measured. Each individ-
ual needs 3000 times training before obtaining the maximum
deviations, and 600 additional evaluations to calculate the
maximum deviations of the errors. The additional training
process uses mini-batch gradient descent. For each time of
training, it needs to calculate the gradient of the solution on
a subset of instances. All of these are time consuming. On
the other hand, as we mentioned above, the model complex-
ity/size in SRM-driven GP is much smaller than standard GP.
This saves some effort on the evaluation.

VI. CONCLUSION

This paper proposed a new GP method by incorporating
SRM into GP to improve the generalization ability of GP for
symbolic regression. SRM has solid theoretical foundation and
is able to provide tight generalization error bound for models.
This paper extents the experimental method to measure the
VC-dimension for regression models and make SRM available
for a mixture of linear and nonlinear regression models in GP
for the first time.

The results show that SRM-driven GP has impressive gen-
eralization gain over standard GP on all the ten examined
datasets. In addition, the better generalization performance in
SRM-driven GP methods than BGP confirms the advantage
of SRM as a framework to estimate generalization error. This
paper also conducts a comparison between GPOPSRM and
GPSRM, which are SRM-driven GP methods using nonuni-
form and uniform setting, respectively. The results confirm
that GPOPSRM outperforms GPSRM in both the training
performance and the generalization ability on most of the
examined problems. Further analyzes of the evolved models
show that GPOPSRM not only evolves more compact models
but also approximate the behavior of the target functions better
than the other methods.

However, the overall computational cost of SRM-driven GP
methods is much higher than standard GP. In future work,
we will try to solve this problem and speed up SRM-driven
GP. We also would like to develop a context-aware mech-
anism to estimate the number of solutions to evaluate for
VC-dimension. The new mechanism is expect to save effort
on the unnecessary measure of VC-dimension while maintain
the effective of SRM in GP. In addition, in this paper, we
touched the difference between model size and complexity,
but have not analyzed the difference by experiments. We will
compare GPOPSRM with some bloat control methods, such
as the parsimony method. This paper focus mainly on the ben-
efit of SRM with the experimentally measured VC-dimension
to standard GP. However, the SRM should be effective for
more domains (e.g., neural networks) with the demand of
measuring the model complexity. Moreover, we also would
like to broaden our study on the generalization of GP, which
involves various types of regression problems, e.g., GP with

multiple world models to partition data in [47], GP for solving
discontinuous regression problems [48] and Island Model for
function construction [49].
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