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Abstract—The cooperative coevolution (CC) framework
achieves a promising performance in solving large scale global
optimization problems. The framework encounters difficulties
on nonseparable problems, where variables interact with each
other. Using the static grouping methods, variables will be
theoretically grouped into one big subcomponent, whereas the
random grouping strategy endures low efficiency. In this paper,
a dynamic CC framework is proposed to tackle the challenge.
The proposed framework works in a computationally efficient
manner, in which the computational resources are allocated to
a series of elitist subcomponents consisting of superior vari-
ables. First, a novel estimation method is proposed to evaluate
the contribution of variables using the historical information
of the best overall fitness. Based on the contribution and the
interaction information, a dynamic grouping strategy is con-
ducted to construct the dynamic subcomponent that evolves in
the next evolutionary period. The constructed subcomponents are
different from each other, and therefore the required parameters
to control the optimization of each subcomponent vary a lot in
each evolutionary period. A stage-by-stage parameter adapta-
tion strategy is proposed to adapt the optimizer to the dynamic
optimization environment. Experimental results indicate that the
proposed framework achieves competitive results compared with
the state-of-the-art CC frameworks.

Index Terms—Cooperative coevolution (CC), dynamic group-
ing (DyG) strategy, large scale global optimization (LSGO),
nonseparable problems.
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I. INTRODUCTION

IN THE era of Big Data, the dimensional space of prob-
lems becomes extremely large due to the growing volume,

velocity, and variety of the data [1]. Large scale global
optimization (LSGO) problem is a crucial component in many
Big Data applications. These problems involve hundreds or
even thousands of variables, which arise in the areas ranging
from industrial design [2], [3] to social service [4], [5].

Literature on evolutionary computation [6], [7] shows that it
is a powerful and prevalent optimization technique. For small
or medium scale optimization problems, evolutionary algo-
rithms (EAs) achieve a huge success in numerous kinds of
applications [8]–[10]. However, when the problem dimension-
ality goes beyond the search ability of traditional EAs (EAs
are commonly developed for problems of dimension lower
than 100 [11]–[13]), it becomes a challenge to achieve satis-
factory solutions in terms of solution quality and convergence
rate [14].

There commonly exist two ways to tackle the curse of
dimensionality challenge, one is designing more powerful
LSGO algorithms [15]–[17], while the other is to perform
dimension reduction. The motivations of the two methods
are totally different. The former method focuses on how to
enhance the search ability in the high-dimensional space of
the problem. It considers all variables as a whole and devel-
ops appropriate evolving strategies required in LSGO, e.g.,
the strategy to enhance the population diversity. Compared
with the former approach, the later uses the divide-and-
conquer mechanism to achieve the dimension reduction, which
is a more flexible framework in terms of scalability and
parallelizability [18], [19]. Owing to the remarkable abilities
of the human cooperation in the social development, the coop-
erative manner is prevalent in the design of the optimization
algorithms. In this paper, we focus on the improvement of
optimization algorithm when using cooperation strategy. The
cooperative coevolution (CC) framework transforms the orig-
inal problem into a number of small scale subproblems, and
solves them separately. Finally, the local feasible solutions are
assembled into a global one. An early attempt to this line of
thinking is the CC framework developed in [22]. In the tradi-
tional CC frameworks, the decision variables are pregrouped
into different subcomponents by specific grouping methods.
For separable LSGO problems, variables can be divided into
a set of disjoint subcomponents [24]. Each subcomponent rep-
resents an independent subproblem. The optimization process
of each subproblem does not influence each other. However,
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real world LSGO problems can be nonseparable [23]. In this
case, variables are theoretically nonseparable, and hence it is
difficult to perform dimension reduction.

To the best of our knowledge, the literature of the methods
that address the nonseparable LSGO problems is rather lim-
ited. The random grouping mechanism [22] has some effects,
but it endures low efficiency due to its randomness. Therefore,
in order to expand the usage of CC framework to nonsep-
arable LSGO problems, we propose a dynamic CC (DCC)
framework in this paper. The main contributions are given as
follows.

1) A DCC Framework for the Nonseparable LSGO
Problems: DCC decomposes LSGO problems according
to the contribution of variables as well as their interactive
relationship, which is a totally different mechanism com-
pared with the existing static grouping methods. The
nonseparable LSGO problems become separable in the
proposed DCC framework, and hence the divide-and-
conquer mechanism is applicable.

2) A Dynamic Computational Resources Allocation (CRA)
Strategy: DCC dynamically constructs a series of sub-
components. Each subcomponent consists of two types
of members, i.e., the basic members and the affiliated
members. A prespecified number of variables are first
determined to be the basic members if they have high
contribution. After that, affiliated members are chosen
from those who directly interact with the basic mem-
bers. Computational resources are dynamically allocated
to the constructed subcomponents, which makes DCC
work in a computationally efficient manner.

3) A History-Assisted Contribution Estimation Method:
For nonseparable LSGO problems, the contribution of
each specific variable interacts with the other variables.
Therefore, it is hard to compute the contribution of each
single variable. In order to tackle this challenge, a novel
history-based estimation method is proposed to evaluate
the contribution of variables. In each evolutionary period
of DCC, a few variables constitute a subcomponent
and thus the improvement of the global objective value
comes from the evolution of these variables. Considering
this, DCC records the historical information of the objec-
tive improvements and their associated variables in each
generation. The contribution of each variable is then
estimated by its averaged contribution over a few gen-
erations in the history. The proposed estimation method
makes the contribution information of variables count-
able and offers a promising thread of designing new
grouping strategies.

4) A Stage-by-Stage Parameter Adaptation (SSPA)
Strategy: The subcomponents of DCC framework are
dynamically constructed, and they are different from
each other. Therefore, the solution subspace in DCC
is dynamically changed during the optimization. Under
this circumstance, the sudden change of the solution
subspace challenges the traditional parameter adaptation
methods that perform the adaptation strategies gradually
at low frequencies. To solve the problem, we further
develop an SSPA strategy that is more suitable for

our DCC framework. The strategy enhances the search
efficiency of the optimizer.

Apart from the nonseparable LSGO problems, DCC
achieves higher efficiency than the existing CC frameworks in
solving fully separable LSGO problems. Due to the fully irrel-
evant structure, the superiority of variables is determined only
by their contribution. Instead of optimizing separable variables
one by one or as a whole, we dynamically construct the elitist
subcomponents to undergo evolutionary optimization.

The performance of DCC is verified by four types of exper-
iments and the experimental results indicate that it achieves
promising results in terms of the solution quality and the
convergence. The rest of this paper is organized as follows.
Section II introduces the formulation of LSGO problems and
the related work of the CC frameworks. The proposed DCC
framework is described in Section III. In Section IV, the
DCC framework is comprehensively investigated by compar-
ison with state-of-the-art algorithms. Finally, the conclusions
are drawn in Section V.

II. RELATED TECHNIQUES

In this section, first, we introduce and define different
types of LSGO problems, including separable and nonsepa-
rable ones. After that, numerous decomposition methods are
summarized.

A. LSGO Problems

Real world LSGO problems can be divided into two
categories (separable and nonseparable) according to the
interaction relationship among variables. Furthermore, there
exist direct and indirect interactive relationships between any
two variables. Based on the above mentioned attributes, there
exist four types of LSGO problems: 1) fully separable LSGO
problem; 2) partially separable LSGO problem; 3) overlapping
LSGO problem; and 4) fully nonseparable LSGO problem.
The separable LSGO problem is defined as

arg min f (x)
x

=
(

arg min
x1

f (x1, . . .), . . . , arg min
xm

f (. . . , xm)

)

(1)

where x = (x1, . . . , xD) represents the overall decision vector
with D variables. The set s = {x1, x2, . . . , xm} indicates the
m disjoint subcomponents of x. Given any subcomponents xi

and xj, we have xi ∩ xj = φ. For a separable LSGO function
f (x), f (x) is fully separable if m = D, and f (x) is partially
separable if 1 < m < D. If m = 1 and the variables of x
directly interact with each other, f (x) is called fully nonsepara-
ble LSGO function. Overlapping LSGO problems are a special
type of nonseparable LSGO problem, which is defined as

f (x) = F(f (x1), f (x2), . . . , f (xm)) (2)

where function F(f (xi), f (xj)) represents the combination of
f (xi) and f (xj), e.g., linear combination. Given two subcom-
ponents xi and xj, they are called overlapping subcomponents
if xi ∩ xj = xo(xo �= Ø). For any variable xk ∈ xo, xk interacts
with variables of xi and xj at the same time.
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In order to investigate the generalization of the LSGO algo-
rithms, benchmark functions are desired to simulate different
types of real world LSGO problems. Therefore, benchmark
functions, such as CEC2010 [27] and CEC2013 [28], are
developed to provide a suitable evaluation platform of the
LSGO algorithms. Each type of the LSGO benchmark function
represents a specific type of the real world LSGO problem. In
the CEC’2013 benchmark functions, the LSGO function f (x)

is defined as

f (x) =
m∑

i=1

fi(xi) (3)

where subcomponents (x1, x2, . . . , xm) are combined using the
weighted linear combination.

B. Traditional Cooperative Coevolution Frameworks

Owing to the evolutionary struggles, the cooperation strat-
egy becomes a unique tool of the human beings [30]. The
cooperation theory is promoting the development of human
beings, such as the successful vaccination [31], [32]. The
coevolutionary games are reviewed in [33]. An early attempt
of the design of generic divided-and-conquer framework is
conducted by [34]. A CC genetic algorithm is proposed to
divide the original D-dimensional problem into D subcompo-
nents, and each subcomponent is solved by a subpopulation
in a round-robin fashion. In the traditional CC frameworks,
the performance of this divide-and-conquer strategy depends
on whether a decomposition method is appropriate for a spe-
cific type of the LSGO problem. A number of decomposition
strategies are designed to divide the LSGO problem into a set
of subcomponents. The existing decomposition methods of
CC framework can be classified into two categories: 1) static
grouping strategy and 2) dynamic grouping (DyG) strategy.

As for the static grouping strategy, the decision variables
are divided into numerous subcomponents by a determinis-
tic decomposition procedure and the subcomponents remain
unchanged over the whole optimization process. In the coop-
erative particle swarm optimization (CPSO) [35], the decision
variables are randomly split into k parts (k << D) and the
k parts remain unchanged in the following optimization pro-
cess. Using the random decomposition strategy is not quite
accurate, because there are interactions between decision vari-
ables. The CC with variable interaction learning (CCVIL) is
an early attempt to group interacting variables into subcompo-
nents by the perturbation technique [36] on LSGO problems.
CCVIL consists of two stages, i.e., interaction detection and
optimization of a set of reduced space, which becomes a clas-
sic procedure of traditional CC. In order to improve the
grouping efficiency, differential grouping (DG) strategy is
proposed in [24], which is derived from the problem for-
mulation in Subsection A. DG divides variables interacting
with each other into a same subcomponent by a determinis-
tic interaction detection operator. The DG strategy achieves
high grouping accuracy on CEC’2010 large scale benchmark
functions. However, the original DG strategy encounters diffi-
culties in terms of grouping accuracy and effectiveness when
new attributes of high-dimensional functions are introduced.

Specifically, for the overlapping LSGO functions, DG fails
to detect the indirect interactive relationship between decision
variables, i.e., overlapping components. The extended DG [37]
is an early attempt to address this issue. It merges two subcom-
ponents with same decision variables and repeats this process
until all subcomponents are totally independent with each
other. Global DG (GDG) [38] deals with this issue by con-
ducting breadth-first or depth-first search within the interaction
structure matrix. In addition to the overlapping component
issue, computational error caused by computer operations is
also considered in GDG. Further, the DG2 [39] is an updated
version of the original DG, which enhances grouping accuracy
and efficiency by the parameters adaptation technique and the
reusing of sampling points, respectively.

As can be noted from the above static grouping meth-
ods, they focus on how to transform the original problem
space into a series of independent reduced subspaces using
different decomposition (i.e., variable grouping) techniques.
Concretely, the mechanism of the static grouping strategy
works well when the high-dimensional problem is fully or
partially separable. However, this is not the case for nonsepa-
rable problems. For nonseparable problems, decision variables
directly or indirectly interacts with each other. Therefore, the
original problem space is divided into a number of indepen-
dent reduced subspaces. It is therefore desirable to design
dynamic decomposition techniques to cope with this issue.
In multilevel CC (MLCC) [42], the high-dimensional problem
is decomposed by a series of specific designed decomposers
and decomposers are selected according to their performance
during the evolutionary process. A new CC framework is
proposed in [40], unlike CPSO, it conducts random decom-
position in every beginning of the evolution cycle, and the
theoretical analysis is given to ascertain the effectiveness of
this random grouping strategy. Li and Yao [41] proposed
a CC-based PSO, where an adaptive scheme is adopted
to dynamically determine the size of subcomponent. These
DyG strategies are random methods and they achieve better
performance than static grouping on nonseparable large scale
optimization problems.

C. Computational Resource Allocation

There are two critical research points of CC-based algo-
rithm, the one is the above-mentioned decomposition strategy,
and another is how to allocate the limited computational
resource to different subcomponents. The former focuses
on how to accurately and efficiently transform the high-
dimensional problem space into a number of reduced sub-
spaces and ensure its effectiveness as high as possible. The
decomposition strategy can be viewed as a preprocessing
procedure of the optimization process. After decomposition,
subcomponents are optimized in a round-robin mode under
traditional CC framework. Recent research has shown the
imbalance feature among subcomponents in terms of their
contributions to the original LSGO problem [43]. Due to
the imbalance among subcomponents, it will be an effi-
cient way of balancing computational resources among dif-
ferent subcomponents. Along this line of thinking, various
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contribution-based CC (CBCC) frameworks with resource
allocation are proposed.

In [43], two CBCC (CBCC1 and CBCC2) algorithms are
proposed, where the contributions of different subcompo-
nents are quantified and the one with the biggest contri-
bution is chosen to undergo the next evolutionary period.
The experimental results show that the mechanism of CBCC
obtains improved performance for high-dimensional problems
with imbalanced subcomponents. However, on some problem
instances, the existing CBCC variants still endure over explo-
ration or over exploitation issue, which limit the solution qual-
ity. CBCC3 [44] inherits main part of CBCC, and balances the
exploration and exploitation of CC optimizer, which achieves
significant improvement over CBCC. Yang et al. [45] proposed
a CC framework named CCFR and conduct resource allocation
in a more efficient way according to the dynamic contribu-
tions of each subcomponent. Experimental results suggest that
CCFR is capable of scheduling computational resources in
a more efficient way than CBCC methods. The performance of
above CBCC frameworks depends on the accuracy of group-
ing methods, because “contribution” is measured at the grain
of subcomponent. For separable LSGO problems, the contri-
bution of each subcomponent can be accurately computed if
the grouping results are correct. However, it is impossible to
divide a nonseparable LSGO problem into a series of disjoint
subcomponents. It becomes a challenge of how to conduct
a decomposition strategy and computational resource alloca-
tion. In order to alleviate this issue, an overlapped CC is
proposed in [26], where variables with a strong impact on
objective function are assigned more computational resource.
The impact of each variable is tested by a deterministic delta-
disturbance strategy, but the impact of each variable changes
with the current local search area and it consumes extra fitness
evaluations (FEs). The above-mentioned CBCC algorithms
perform successfully in improving the performance of the
traditional CC framework. On account of accurate grouping
results, crucial subcomponents possess more computational
resource and therefore achieve higher solution quality.

The existing divide-and-conquer frameworks show promis-
ing performance on separable LSGO problems in the literature
owing to the accurate grouping strategy and contribution-
based mechanism. However, they endure limitations on some
other problems, such as nonseparable LSGO problems. As the
important components of real world LSGO problems, there are
no specially designed LSGO algorithms to deal with them.
This paper proposes a generic DCC framework to cope with
this type of LSGO problem. The mechanism of DCC will be
described in the following section.

III. PROPOSED METHOD

A. Dynamic Co-Operative Coevolution Framework

This section shows the overall framework of the proposed
DCC framework including three novel operations: 1) the esti-
mation of the dimensional contribution (EDC) strategy; 2) the
DyG method; and 3) the SSPA strategy. The idea behind DCC
is that the original LSGO nonseparable problems are consid-
ered as a series of dynamic subcomponents for optimization.

Fig. 1. Overall flowchart of DCC. The DyG, EDC and SSPA represent the
dynamic grouping operation, the estimation of dimension contribution, and the
stage-by-stage parameters adaptation, respectively. The algorithm terminates
at a given number of the fitness evaluations.

Each subcomponent is dynamically constructed during the
optimization process consisting of numerous superior vari-
ables. The superiority of a variable depends on its contribution
and the interaction relationship with other variables. The EDC
strategy is first conducted to evaluate the contribution of each
variable according to the historical information of the best
overall fitness value, which will be introduced in detail in the
following Subsection B. After the EDC operation, the dynamic
subcomponent is constructed by the DyG method. In DyG, the
superiority of variables is ranked according to their contribu-
tion information and interaction information. In static grouping
methods, subcomponents are predetermined and unchanged
during the whole optimization process. The optimization of
the same subcomponent is continuous. However, this is not
the case for DyG methods. The new constructed dynamic
subcomponent can be different from the previous dynamic
subcomponents. Therefore, parameters of the previous opti-
mizers become insignificant for the following optimization
process. An SSPA strategy is proposed in order to ensure the
effectiveness of the parameter adaptation strategy.

Fig. 1 illustrates the overall flowchart of DCC, which
consists of two steps. First, a random grouping-based CC
algorithm is conducted as a startup phase in order to col-
lect the variable contribution information. Then, the most
superior subcomponent is determined by DyG, and this sub-
component is optimized by the optimizer with SSPA strategy.
After the optimization of this subcomponent, the contribu-
tion information of this subcomponent is collected using the
EDC strategy. Based on the new contribution information,
the most promising subcomponent will be generated again
by DyG. Pseudocode of this DCC framework is given in
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Fig. 2. Variable interaction relationship. The dashed and solid arrows
represent the indirect and direct interaction between any two variables.

Algorithm 1 DCC Framework(f, D, P, Optimizer())
1: Procedure DCC(f, D, P, Optimizer())
2: Interaction matrix � = DG2 (f, D);
2: while (fes < FEsr) do
3: {x1, x2, . . . , xM} ← Random Grouping (f, D);
4: for k = 1 → M do
5: (P) ← optimizer(f, D, FEs = |P|, non-PA)
6: update H; // EDC
7: k← k + 1;
8: end for
9: fes ← fes + |P|;
10: end while
11: while fes < FEsm do
12: for g = 1 → Gd do
13: Computational resource allocation(f, D, H); // DyG
14: (P) ← optimizer(f, D, FEs = |P| · Go, SSPA); // SSPA
15: update H;
16: fes ← fes+ |P|· Gd ;
17: end for
18: end while
19: end procedure

Algorithm 1. The details of EDC, DyG, and SSPA strategies
are given in the following subsections.

B. Estimation of Dimensional Contribution

The approximation accuracy of the contribution information
influences the efficiency of CRA. In this section, we first
analyze the difficulty of using the existing contribution-based
techniques on the nonseparable LSGO problems, and then we
introduce the execution details of the EDC method.

The challenge of using a contribution-based mechanism
in solving nonseparable LSGO problems is derived from
the fully interactive structure of nonseparable LSGO prob-
lems. The interaction relationship between any two decision
variables is a critical factor that determines the interaction
structure of an LSGO problem, and it is hence a crucial
criterion of conducting decomposition strategy. There are
two types of variable interaction relationships which are
depicted in Fig. 2. If variable x1 and variable x3 directly
interact with variable x2, the relationship between x1 and
x3 is called indirect interaction [37]. Let the LSGO problem
f (x), x = (x1, x2, . . . , x9), be a typical partially separable
LSGO problem, the interactive graph of decision variables is
depicted in Fig. 3(a). Variable xi and xj will be connected by
the two-headed solid arrows if they directly interact with each
other. In this case, the interaction graph is an unconnected
graph, and it can be divided in to three connected subcom-
ponents, i.e., x1 = {x1, x2, x3}, x2 = {x4, x5, x6}, and x3 =
{x7, x8, x9}. The subcomponents x1, x2, and x3 are independent
and the contribution of each subcomponent can be evaluated
independently. The existing CBCC frameworks evaluate the
superiority of each subcomponent according to their contri-
bution and interactive relationship. After that, computational

(a)

(b)

Fig. 3. Interaction graph of (a) partially separable LSGO function and
(b) overlapping LSGO function. The dashed and solid arrows represent the
indirect and direct interaction between any two variables.

resources are allocated to the subcomponents with highest
superiority (SHS). Therefore, the existing CBCC frameworks
achieve success in solving partially separable LSGO problems
owing to the special interactive structure. For nonseparable
LSGO problems, decision variables interact with each other.
In Fig. 3(b), the interaction graph is a connected graph in
which the two-headed dashed arrows represent the indirectly
interactive relationship. In this case, there is no deterministic
partition strategy to divide the connected graph into inde-
pendent subcomponents. For static grouping methods, DG
divides the connected graph using the greedy strategy, whilst
DG2 considers the connected graph as a single component.
As for random grouping methods, the connected graph is ran-
domly partitioned. The subcomponents obtained by DG and
random grouping methods are independent. Therefore, it is
difficult to evaluate the contribution of the subcomponents.
In order to tackle this issue, we propose a novel method to
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estimate the contribution of variables. If the contribution crite-
rion is capable of ranking the impact of subcomponents, it is
not necessary to obtain the accurate contribution of subcompo-
nents. Along this line of thinking, we propose an EDC method.
EDC estimates the contribution of each single variable using
the historical information of the best overall fitness.

Let H = (H1, H2, . . . , HD) be the contribution vector
archiving historical contribution of each variable. Vector Hi =
(Hi,1, Hi,2, . . . , Hi,t) tracks the contribution of the ith variable
xi, where index t represents that the ith variable is selected
into SHS for the tth time. To make it concrete, we assume
that the current subcomponent is xc = {xc,1, xc,2, . . . , xc,T}.
After the optimization of xc, we calculate the improvement
of the best overall objective value �F as (4), where flbest and
fbest represent the last and the current best overall objective
value, respectively. The current contribution of xi is computed
as (5). Factor λi represents that whether the ith variable is
a member of xc. If the ith variable xi belongs to xc, λi is set
to 1, otherwise, λi is set to 0, as shown in (6). Owing to the
parameter setting of λi, the contribution of the variables within
the current SHS are updated

�F = |fbest − flbest| (4)

Hi,t+1 = λi ·�F (5)

λi =
{

1 if xi ∈ xc

0 otherwise.
(6)

C. Dynamic Grouping

Divide-and-conquer mechanism is a crucial and effective
way of solving the large scale optimization problems. The
existing grouping methods achieves significant success when
adopted to solve the fully separable or the partially sepa-
rable LSGO problems. However, they encounter difficulties
on the nonseparable LSGO problems. As for static grouping
strategies, all variables of nonseparable LSGO problems are
grouped into a big single group even if the majority of vari-
ables are not directly interacted with each other. Therefore, the
divide-and-conquer mechanism is not applicable for nonsepa-
rable LSGO problems. For random grouping strategy, variables
are randomly divided into numerous subcomponents with the
same probability. The interaction information is not adopted
in random grouping strategy, which is not an efficient way of
conducting dimension reduction.

Based on the above-mentioned challenges, we propose
a DyG strategy considering both the interaction and contri-
bution information of variables. At the beginning of DCC,
variables are randomly divided into numerous subcomponents
and each subcomponent is optimized with specific predeter-
mined generations. In the startup stage, the contribution vector
H is initialized. After the startup stage, there is sufficient con-
tribution information so as to support DyG. We first transform
the contribution vector H into an averaged contribution vector
A = (A1, A2, . . . , AD), where Ai represents the mean contri-
bution of the ith variable over the |Ai| evolutionary periods.
The calculation of the vector A is given as (7), where Hi,j

Algorithm 2 Dynamic Grouping (f, D, H)
1: Procedure Dynamic Grouping (f, D, H)
2: averaged contribution vector A ← 0;
3: dynamic group xc ← ∅;
4: for i = 1 → ‖H‖ do
5: for j = 1 → ‖Hi‖ do
6: Ai ← Ai + hi,j;
7: j ← j+ 1
8: end for
9: end for
10: sort (A, descending);
11: for i = 1 → N1 do
12: for j = 1 → N2 do
13: xi ← variable index corresponding to Ai
14: if xi /∈ xc then
15: xc ← xc ∪ xi;
16: end if
17: for k = 1 → D do
18: xk ← variable index interacting with xi

19: if xk /∈ xc then
20: xc ← xc ∪ xk;
21: break
22: end if
23: k ← k + 1
24: end for
25: end for
26: end for
27: end procedure

represents the jth evolutionary period of the ith variable

Ai = 1

|Hi|
|Hi|∑
j=1

Hi,j. (7)

Two integers (N1 and N2) are adopted to control the size
of the SHS. SHS consists of basic members and affiliated
members. We rank the variables in a descending order accord-
ing to averaged contribution vector A. The top N1 variables
{xr,1, xr,2, . . . , xr,N1} are chosen as the basic members of the
current SHS, i.e., xc = {xr,1, xr,2, . . . , xr,N1}. For each xr,i

(i ∈ {1, 2, . . . , N1}), we denote its interactive variables by
a linked list L(xr,i). The computation of the interactive matrix
uses the techniques proposed by [39]. The variables of L(xr,i)
are ranked in a descending order according to averaged con-
tribution vector A. We adopt the notation xr,i,k to represent the
kth item of L(xr,i). After that, we use a round-robin manner to
select the affiliated members. Starting with the first basic mem-
ber xr,1, we add the affiliated variable xr,1,1 into xc and then
eliminate xr,1,1 from all linked list L(xr,i) (i ∈ {1, 2, . . . , N1}).
For the remaining basic members xr,i (i ∈ {2, 3, . . . , N1}),
we find their affiliated variables and add them into xc. The
above mentioned operation is repeated for N2 times. The con-
structed xc is adopted as the current SHS. The details of DyG
are given in Algorithm 2. The construction of SHS is hot
on the heels of the sorting operation, which is a two nested
loop (step 11 to step 26). The outer loop selects variables
with highest averaged contribution whilst inner loop selects
variables interacting with the variables selected by the outer
loop. The constructed SHS is the subcomponent that is ready
for the next optimization. As can be noted from DyG, the
computational resource is allocated to variables with high
contribution and their interactive variables. DyG considers
both contribution and interaction information and therefore
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Algorithm 3 Optimizer(f, D, FEs, SSPA)
1: while fes < FEs do
2: if fes equals 1 then
3: initialize all parameters;
4: end if
5: Initialize P using xlbest;
6: for i = 1→ NP do
7: update Pi;
8: Evaluate Pi;
9: fes ← fes +1
10: i ← i + 1;
11: end for
12: PA;
13: end while

becomes more efficient when solving large scale nonseparable
problems (especially on overlapping LSGO problems).

D. Stage by Stage Parameters Adaptation Principle

Parameter adaptation (PA) is an effective way of improv-
ing the performance of optimizers. For CC-based LSGO
frameworks, SaNSDE [25] is widely used as the optimizer
and achieves promising performance. In SaNSDE, the scale
factor and crossover rate are self-adapted according to the
improvement of the best overall value of objective func-
tion, which serves as a basis criterion in numerous parameter
adaptation strategies. For separable LSGO problems, sub-
components are disjoint and the optimization process of the
same subcomponent is continuous. However, for nonsepara-
ble LSGO problems, the subcomponents constructed by DyG
are different from each other and interactive with each other.
Improvement on the best overall value of objective function
is meaningless for parameter adaptation when optimization
is switched from one subcomponent to another subcompo-
nent, since the two subcomponents represent two different
subproblems.

Apart from the continuity issue, the PA of LSGO algorithms
encounters another challenge. In order to give a fair chance
for different subcomponents, computational resources allo-
cated to optimizing each subproblem is not so much. Taking
the contribution-based large scale optimization algorithms as
an example. The prespecified number of evolutionary gener-
ations for each subcomponent is 100. However, the PA, such
as the mutation related factor and the crossover related fac-
tor, are conducted for every 50 and 25 generations. If PA is
independently conducted between optimizing different sub-
components, the frequency of PA will be pretty low. Therefore,
it takes no significant effects in improving the evolutionary
searching efficiency.

Due to the above reasons, in the proposed DCC, it is not
suitable to employ the PA that is commonly used in the current
LSGO algorithms. To the best of our knowledge, the descrip-
tion of PA of the LSGO algorithms is unclear. This paper
proposes an SSPA strategy. A stage refers to the optimization
of a dynamic subcomponent. In SSPA strategy: 1) PA is
independently conducted within different stages and 2) PA is
supposed to obtain high frequency. In order to satisfy the first
principle, we initialize parameters at the beginning of each
stage. PA is conducted according to the fitness improvement
caused by the optimization of the current subcomponent. As
for the second principle, it helps us to find the appropriate

Fig. 4. Computational resource allocation of various CC framework including
traditional CC, CBCC, CCFR, and DCC. The subgroup Gi (i > 3) is denoted
by the dashed cycle, which represents the dynamic subgroup of DCC. For
PCC, CBCC, and CCFR, the subgroups remain unchanged during the whole
optimization process.

optimizer, e.g., JaDE [46]. In JaDE, PA is conducted after
each evolutionary generation. If the dynamic subcomponent is
assigned 100 evolutionary generations, PA will be conducted
100 times in this stage, which will be significantly higher than
that of SaNSDE. The details of SSPA strategy is shown in
Algorithm 3. SSPA ensures that PA is guided only by the
searching behavior within the current subspace, and PA is
conducted in a high frequency.

E. Comparison Between DCC and the Other CC
Frameworks

In this section, we compare the difference of computation
resource allocation between DCC and other CC frameworks.
Fig. 4 shows the computational resource allocation meth-
ods of traditional pure CC (PCC), CBCC, CCFR, and DCC
framework. To make it concrete, we assume that the over-
all LSGO problem is divided into three sub-subcomponents
using a static grouping method, e.g., DG2. The solid gray
cycle represents that three sub-subcomponents are optimized
from subcomponent G1 to subcomponent G3. For the tradi-
tional CC framework, sub-subcomponents are optimized in
a round-robin manner and each optimization process is limited
to prespecified evolutionary generations. The computational
resource is uniformly allocated to each sub-subcomponent in
the traditional CC framework. CBCC adopts a test phase to
collect the contribution information of each subcomponent.
Assuming that subcomponent G1 obtains the highest contribu-
tion after the test phase, G1 wins the control of computational
resource for evolutionary process. After the optimization of
G1 with prespecified generations, CBCC enters the test phase
again. Compared with CBCC, CCFR works in a more effi-
cient way, which conducts test phase only at the beginning
of the whole optimization process. In CCFR, if the subcom-
ponent G1 achieves the biggest contribution, G1 win the next
optimization chance. After the optimization of G1, the contri-
bution of all sub components (G1, G2, and G3) are changed
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and the one with the biggest contribution (G1) undergoes the
next evolutionary process.

As can be noted from the above mentioned operation
flowchart, the CBCC is able to dynamically select the most
promising subcomponent and allocate more computational
resources to them. The dynamic computational resource allo-
cation mechanism makes the CCFR work efficiently in solving
separable or partially separable LSGO problems. In Fig. 4,
PCC, CBCC, and CCFR frameworks adopt static grouping
strategy in which all subcomponents are predetermined before
the optimization process. Different from above mentioned CC
frameworks, DCC works in a more efficient way in deal-
ing with LSGO nonseparable problems. Particularly, DCC
allocates the computational resource to a series of dynamic
subcomponents, which are depicted using the cycles with
dashed line. Similar to the CBCC frameworks, DCC adopts
a startup phase to collect the contribution of each variable.
In the startup phase, random grouping strategy is conducted
and the subcomponents are optimized in a round-robin manner.
After the startup phase, a new subcomponent G4 is constructed
using the DyG operation, and G4 achieves the next chance of
optimization. In a similar way, G5 and G6 are new dynamic
subcomponents for the next two optimization periods.

The divide-and-conquer mechanism plays a crucial role
in solving the LSGO problems. The majority of the state-
of-the-art large scale optimization algorithms are based on
this mechanism and achieve success. There are two criti-
cal parts of implementing the divide-and-conquer mechanism:
1) the division strategy (for the “divide” process) and 2) the
cooperative and coevolution (for the “conquer” process). This
proposed algorithm improves both of the two parts, and the
main contributions can be given as follows.

1) For the divide process, a dynamic division strategy
for the nonseparable LSGO problems is proposed. For
the cooperative and coevolution framework in solving
LSGO problems, it is a critical issue to divide the large
scale problems into a number of small scale problems.
There are numerous division strategies to deal with
the separable LSGO problems. The existing division
strategies are based on the DG method. As for the non-
separable LSGO problems, variables are interactive with
each other according the DG-based methods. There are
no specific division strategies to decompose the nonsepa-
rable LSGO problems in addition to the random division
strategies. In order to solve the LSGOs in a more effi-
cient and effective way, we design a DyG method by
which the LSGO problem is dynamically divided into
small scale optimization problems. In the DyG method,
the variables are divided according to their contribution
to the LSGO problem. In this paper, the contribution of
dimension is adopted to replace the gradient of each vari-
able, which is supposed to point in the direction of the
greatest rate of the decrease of the optimization problem.
The computation of gradient consumes too many FEs,
whilst the calculation of the contribution of dimension
requires no additional evaluations.

2) For the conquer process, a novel CRA method is
proposed. The existing CRA methods depend on the

static division methods, i.e., DG [24] and DG2 [39].
The subgroups of variables are fixed during the whole
optimization process. The computational resources are
assigned to the static subgroups with biggest contribu-
tion in terms of the improving of the fitness function.
In the proposed DCC, the computational resources
are allocated to the dynamic subgroups with superior
variables.

We propose DCC to branch the contribution-based concept
out into nonseparable LSGO problems. Different from the
existing static grouping methods or random grouping methods,
we transform the nonseparable LSGO into a series of dynamic
subcomponents. Along this line of thinking, we propose the
EDC operation and DyG method to estimate the superior-
ity of variables and construct the promising subcomponents,
respectively. Due to the DyG mechanism, the constructed sub-
components are different from each other. An SSPA strategy is
proposed to adapt the existing PA strategy into our framework.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

In this section, experiments are conducted to ascertain
the performance of DCC. The LSGO benchmark functions
of CEC2010 and CEC2013 are widely used to test the
performance of LSGO algorithms. CEC2010 contains 18 sep-
arable LSGO problems and 2 nonseparable problems, whilst
CEC2013 contains 11 separable LSGO problems and 4 non-
separable problems. As can be noted from the benchmark
combinations, the majority are separable LSGO problems,
which may favor a portion of LSGO algorithms. Particularly,
the recently proposed CC frameworks focus on static grouping
strategy, and they achieve high solution quality on separable
LSGO problems. Their performance is well investigated on
the CEC2010 and CEC2013. However, we also notice that
their performance deteriorates a lot on nonseparable LSGO
problems. To our best knowledge, there are no LSGO CC
frameworks addressing this issue. The proposed DCC frame-
work focuses on nonseparable LSGO problems. However,
because of the low number of nonseparable LSGO problems
in the CEC2010 and CEC2013 test suits, it is difficult to test
the proposed method sufficiently. Fortunately, CEC2013 pro-
vides a flexible framework to develop new nonseparable LSGO
problems. We develop ten nonseparable functions follow-
ing the framework of CEC2013. In CEC2013, function f12
to function f14 are overlapping functions. Functions f13 and
f14 provide two different templates of overlapping LSGO
problems. In order to obtain enough benchmark functions,
ten overlapping functions are derived from f13 and f14, rep-
resented by DF1–DF10. For simplicity, we adopt the way
of designing overlapping functions with conforming sub-
components and conflicting subcomponents as f13, and f14,
respectively. To be more concrete, DF1, DF2, DF3, DF4, and
DF5 are derived from f13 by replacing the original base func-
tions by Sphere, Elliptic, Rastrigin, Ackley, and Rosenbrock
functions. Similarly, DF6, DF7, DF8, DF9, and DF10 are
derived from F13 by replacing the original base functions by
Sphere, Elliptic, Rastrigin, Ackley, and Rosenbrock functions.
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TABLE I
PARAMETER SETTINGS OF DCC

The base functions are the same as those of CEC2013. Default
dimension of the above mentioned overlapping functions is
set to 905. Apart from the nonseparable LSGO problems, the
proposed DCC framework achieves high efficiency in terms
of the CRA on the fully separable LSGO problems. In order
to investigate the performance of DCC on the fully separable
LSGO problems, the original LSGO functions f1–f3, f19, and
f20 of CEC2010 are adopted and denoted by OB01–OB03,
OB19, and OB20. The original LSGO functions f1−f3, f12,
f13, f14, and f15 of CEC2013 are adopted and denoted by
OA01–OA03, OA12, OA13, OA14, and OA15.

In Section IV-B, we compare DCC with the non-
CBCC frameworks, including DECC-G, MLCC [42],
DECC-DG [24], and FT-DNPSO [14], in order to investigate
the effectiveness of DyG strategy. In Section IV-C, we com-
pare DCC with the CBCC frameworks, such as CBCC [43],
and CCFR, in order to ascertain the significance of the
dynamic computational resource allocation. Apart from the
overlapping functions, DCC achieves promising results on
fully separable functions, which is studied in Section IV-D.
Finally, experiments in Section IV-E are conducted to show
the influence of different PA methods.

DCC and other large scale optimization algorithms are
tested on the same platform with Intel core i7-7700 CPU run-
ning at 3.60 GHz, 8 GB memory, and Ubuntu 16.04.2 LTS
64-bit operating system. DCC adopts JADE [46] as optimizer
since its PA mechanism satisfying the requirements of SSPA,
i.e., high frequency of PA. The optimizer of DECC-G, MLCC,
DECC-DG, CBCC, and CCFR is SaNSDE. Parameter settings
are given in Table I. Gr and Gd are evolutionary genera-
tions used by random grouping and DyG, which are set to
800 and 200. The outer and inner cycle number of DyG are
set to 100 and 0.02D, respectively. For the compared algo-
rithms, the group size is set to 50, which is suggested in [49].
The prespecified number of evolutionary generations is set
to 200. The maximum FEs is set to 3 × 106 as suggested
in [27] and [28]. Parameters settings of SaNSDE follow the
default settings of the corresponding original paper. For
CC-based algorithms (DECC-G, MLCC, DECC-DG, CBCC,
CCFR), each subproblem is optimized for 100 evolutionary
generations, which is suggested in [45]. The parameter set-
tings of FT-DNPSO are recommended by [14]. The other

parameter settings remain the same with the corresponding
original papers.

All compared algorithms are conducted in 30 indepen-
dent trials and the results are averaged over the trials. In all
the four tables, two-sided Wilcoxon rank sum test is con-
ducted at significance level α = 0.05. In every bottom of
the four tables, w/t/l represents that DCC achieves signifi-
cantly superior, similar, and significantly inferior results than
the compared algorithm.

B. Comparison With Noncontribution-Based CC Framework

In this section, comparison experiments are conducted in
order to verify the performance of DCC in comparison with
non-CBCC frameworks. The random grouping-based algo-
rithms (DECC-G and MLCC), the DyG-based algorithm (FT-
DNPSO), and the static grouping-based algorithm (DECC)
are adopted in this paper. For DECC, we use DG other than
DG2. Although DG2 achieves more accurate grouping results
in CEC2013 benchmark functions than DG, DG2 is not appro-
priate in decomposition of overlapping functions. In DG2, all
decision variables are interactive with each other and there-
fore divided into one single group. Thus, CC framework is
not applicable in that case. In DG, indirectly interactive rela-
tionship between variables is not taken into consideration, and
thus variables are divisible. Based on the above mentioned
reasons, DG is adopted as a basic static grouping method in
this paper.

Experimental results of DECC-G, DECC-DG, MLCC, and
DCC are summarized in Table I. As can be noted from
Table II, DCC significantly outperforms the other algorithms
on almost all benchmark functions with several order of
magnitude, functions DF01-DF02, DF05, and DF07-OB15.

In DECC-G and MLCC, random grouping method and
adaptive random grouping methods are adopted. Random
grouping mechanism is applicable in solving overlapping func-
tions but pure random grouping method is in lack of efficiency.
The reasons are given as follows. For a connected graph
representing variable interaction information, there is no deter-
ministic way of dividing the connected graph into a number
of subcomponents. Although random grouping strategies is
capable of increasing the probability of selecting two critical
variables (e.g., interactive variables) into a same subcom-
ponent, it is still not a straight way of using interaction
information between variables. From the perspective of the
CC evolutionary process, interaction relationship is not the
only criterion that influences the search efficiency in solv-
ing overlapping function. The contribution of each variable
is also a critical issue that is supposed to be considered.
DECC-G and MLCC take no consideration of this contribution
information. In the conclusion, the random grouping meth-
ods of DECC-G and MLCC are lack of guideline in terms of
interaction information and contribution. In comparison, the
DyG mechanism uses both the contribution and the interaction
information. Therefore, DCC performs better than DECC-G
and MLCC.

As for DECC-DG, it incorporates the DG method, which
divides the fully connected interaction graph into a number
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TABLE II
EXPERIMENT ON 12 OVERLAPPING FUNCTIONS AND 3 FULLY

NONSEPARABLE FUNCTIONS IN COMPARISON WITH

NONCONTRIBUTION-BASED ALGORITHMS. ALL THE ALGORITHMS ARE

CONDUCTED IN 30 INDEPENDENT TRIALS. THE AVERAGE AND

STANDARD DEVIATION VALUES OF THE RESULTS ARE REPRESENTED BY

MEAN, AND STD., RESPECTIVELY. THE HIGHLIGHTED ENTRIES ARE

SIGNIFICANTLY BETTER. WILCOXON RANK SUM TEST IS

CONDUCTED AT SIGNIFICANCE LEVEL α = 0.05

of deterministic subcomponents using greedy strategy. For
overlapping functions, the subcomponents are supposed to
be dynamically changed as evolutionary optimization pro-
cess. Although DG-based decomposition methods take the
interaction information into consideration, it is still not appro-
priate to divide all variables into a static set containing
numerous deterministic subcomponents.

(a) (b)

(c) (d)

Fig. 5. Convergence curves of DCC, DECC-G, DECC-DG, and MLCC for
functions OB12, OB13, OB14, and OB15.

Fig. 5(a)–(d) shows the convergence curves of DECC-G,
DECC-DG, MLCC, and DCC on functions OB12, OB13,
OB14, and OB15, where x-axis represent the FEs and y-axis
represent the best fitness value. DCC achieves higher con-
vergence rate than the other compared algorithms. Take
Fig. 6(a) as an example, DCC obtains a solution of high qual-
ity at about 5 × 105 functions evaluations, whilst DECC-G,
MLCC obtain the similar value at about 1.5×106 and 2×106

functions evaluations, respectively. DECC-DG is tracked into
local optima at about 2 × 106 functions evaluations. For the
other convergence curves, DCC still have the potential to
achieve better solutions at the end of the evolutionary pro-
cess due to its high gradient. Observing from Fig. 5(a)–(d),
the performance of DECC-DG is close to those random-based
CC frameworks. This phenomenon indicates that interaction
relationship is not a dominate attribute of designing CC frame-
work for large scale nonseparable problems. DCC considers
the contribution of each variable, and the interaction relation-
ship. The DyG method is capable of constructing the most
superior subcomponent and allocating computational resources
to the superior subcomponent. DCC works in a more computa-
tionally efficient manner than the non-CBCC frameworks. The
experimental results ascertain the effectiveness of the dynamic
mechanism over static or random methods.

C. Comparison With Contribution-Based CC Framework

In this section, experiments are conducted in order to inves-
tigate the performance of DCC in comparison with CBCC
frameworks. Two typical CBCC frameworks (CBCC and
CCFR) are adopted here. Considering the similar reason as
the previous section, DG is used in CBCC and CCFR.

Experimental results of CBCC-DG, CCFR-DG, and DCC
are summarized in Table III. As can be noted from Table III,
DCC significantly outperforms the other algorithms on almost
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(a) (b)

(c) (d)

Fig. 6. Convergence curves of DCC, CBCC, CCFR, for functions OB12,
OB13, OB14, and OB15.

all benchmark functions with several order of magnitude.
As can be noted from the experimental results given in
Tables II and III, the contribution-based algorithms show close
or even inferior performance on nonseparable LSGO func-
tions than non-CBCC frameworks on functions DF02, DF03,
and OB13. According to the literatures of CBCC frame-
works, their performances are influenced by the grouping
accuracy. The overlapping and fully nonseparable LSGO func-
tions are theoretically nonseparable from the perspective of
interaction. Although the nonseparable LSGO functions can
be partitioned using greedy strategy, e.g., the DG method,
the grouping results are not accurate and appropriate. This
explains why classic CBCC frameworks are not appropriate
for solving overlapping LSGO problems. Nevertheless, it is
still a great inspiration for computational resource allocation.
In the proposed DCC framework, the nonseparable problems
become separable. Owing to the novel DyG method, a series
of dynamic subcomponents are constructed according to the
dynamic contribution of variables and their interactive relation-
ship. Computational resources can be dynamically allocated to
those superior subcomponents. The better performance of the
DCC framework reveals that the grouping results of the DyG
method is more appropriate than that of the DG method.

Fig. 6(a)–(d) shows the convergence curves of CBCC-DG,
CCFR-DG, and DCC on OB12, OB13, OB14, and OB15,
respectively. In Fig. 7(a)–(d), DCC achieves higher conver-
gence rate than the other compared algorithms. In Fig. 6(a),
DCC achieves solutions of high quality at about 5×106 func-
tion evaluations, whilst CBCC-DG obtains a similar solution
quality at about 1.6 × 106 function evaluations. CCFR-DG
is trapped into local optima at about 1.9 × 106 function
evaluations. For CBCC-DG and CCFR, they achieve close
performance in terms of convergence rate. However, CCFR

TABLE III
EXPERIMENT ON 12 OVERLAPPING FUNCTIONS AND 3 NONSEPARABLE

FUNCTIONS IN COMPARISON WITH NONCONTRIBUTION-BASED

ALGORITHMS. ALL THE ALGORITHMS ARE CONDUCTED IN

30 INDEPENDENT TRIALS. THE AVERAGE AND STANDARD DEVIATION

VALUES OF THE RESULTS ARE REPRESENTED BY MEAN, AND STD.,
RESPECTIVELY. THE HIGHLIGHTED ENTRIES ARE SIGNIFICANTLY

BETTER. WILCOXON RANK SUM TEST IS CONDUCTED AT

SIGNIFICANCE LEVEL α = 0.05

achieves significantly better performance than CBCC on par-
tially separable LSGO problems according to [45]. This phe-
nomenon indicates that the decomposition strategy becomes
the bottleneck of CBCC frameworks on solving nonseparable
LSGO problems. Owing to the dynamic decomposition mech-
anism, DCC achieves a significantly better performance than
the compared algorithms.

D. Experiment on Fully Separable Functions

In this section, we investigate the performance of DCC
on fully separable functions in comparison with DECC-G,
MLCC, DECC-DG, CBCC-I, and CCFR-I. CBCC-I and
CCFR-I represent that the corresponding CC frameworks
incorporate ideal grouping. Fully separable function is a spe-
cial type function, where variables are independent of each
other. In an ideal grouping method, each variable of fully sep-
arable function is an independent subcomponent, and therefore
the contribution of each variable can be accurately calcu-
lated. This ideal decomposition satisfies the requirement of
contribution-based mechanism, and thus it is adopted in this
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section to investigate the performance of DCC in terms of the
CRA.

Experimental results are given in Appendix A. DCC
achieves the best performance in the majority of the LSGO
functions. For functions OA01, OA03, and OB01, DCC out-
performs the other algorithms by several magnitudes. For
random grouping-based algorithms (DECC-G and MLCC),
variables are randomly divided into a number of subcompo-
nents. Although each variable obtains the chance to undergo
evolutionary optimization process, it is a way without any
guideline and therefore inefficient. For DECC-DG, the sub-
components are optimized in a round-robin manner, which
is not a computationally efficient way. Furthermore, the
DG method divides a D-dimensional fully separable LSGO
problem into D subcomponent, i.e., a variable represents a sub-
component. Although the contribution-based algorithms work
in the computationally efficient way, the size of each subcom-
ponent is too small to limit the ability of optimizer, which
is a waste of the computational resources. For the fully sep-
arable LSGO problems, variables are independent from each
other. The contribution information becomes the only crite-
rion for the decomposition strategy of the DyG method. The
computational resources are allocated to the superior vari-
ables with high contributions, which makes the proposed DCC
work in a computationally efficient manner. Compared with
static CC and CBCC frameworks, the way of CRA is more
efficient in the proposed DCC framework. The experimental
results indicate that the dynamic decomposition mechanism of
DCC works well when dealing with fully separable objective
functions.

E. Investigation on the Influence of Different PA Strategies

In this section, we investigate the influence of different PA
strategies on the performance of CC frameworks. This is a first
attempt to clarify the usage of various PA methods by exper-
imental statistics. Two optimizers, i.e., JaDE and SaNSDE,
are assembled with DCC and DECC-DG. Furthermore, fixed
parameters setting are adopted for JaDE and SaNSDE.

Experimental results are listed in Appendix A. DCC-JA
and DCC-JF represents that DCC is assembled with JaDE
optimizer with self-adaptive parameters and fix parameters,
respectively. Similarly, DCC-SA and DCC-JF represents DCC
is assembled with JaDE optimizer with self-adaptive param-
eters and fix parameters, respectively. As can be noted from
experimental results, optimizers with self-adaptive parameter
strategy perform better than those with fixed parameter strat-
egy for most of the functions, and the differences are signif-
icant. The experimental results indicate the adaptation mech-
anism of small scale optimization still works in large scale
optimization. However, the performance of CC frameworks
is influenced by different PA strategies. For functions OB01,
OB02, OB12, OB13, OB14, and OB15, DCC with JaDE opti-
mizer performs better than that with SaNSDE due to the high
adaptation frequency when both of them are working in the
SSPA mode.

V. CONCLUSION

This paper proposes a dynamic cooperative coevolutionary
framework in order to solve nonseparable LSGO problems.
DCC consists of three crucial parts: 1) the EDC; 2) the
DyG strategy; and 3) the SSPA strategy. EDC evaluates the
contribution of each dimension, which expands the usage of
contribution-based mechanism from partially separable LSGO
problems to nonseparable LSGO problems. DyG is totally
different from the existing grouping strategies, which appro-
priately incorporates two critical attributes of the variables,
i.e., interaction relationship and contribution, in solving the
nonseparable LSGO problems. SSPA strategy is introduced to
enhance the search efficiency of the optimizer.

Four types of experiments have been conducted to verify the
effectiveness of DCC. The experimental results indicate that
DCC achieves significantly superior performance in terms of
solution quality and convergence rate over existing CC frame-
works. For the optimization of the large scale nonseparable
problems, it is more reasonable that the interaction attribute of
variables is supposed to integrate with other attributes, e.g., the
contribution, to achieve dimension reduction. The attributes of
variables can be dynamically changed during the optimization
process, and the DyG is a promising way of coping with this
issue. Future work contains the smart use of different opti-
mizers and the design of more effective parameter adaptation
strategies.

APPENDIX A
SUPPLEMENTARY MATERIAL AVAILABLE ON THE WEB

The experiments in the supplementary material consist of
the following parts.

1) The sensitivity test of the parameters (Gr, Gd, N1, and
N2) of the proposed DCC.

2) Ablation study of the proposed DCC.
3) The summary experimental results of the compared

algorithms.

APPENDIX B
FREQUENTLY USED ACRONYMS

Acronyms Description
LSGO Large scale optimization.
CC Cooperative coevolution.
DCC Dynamic cooperative coevolution
DG Differential grouping.
CBCC Contribution-based CC.
DyG Dynamic grouping.
EDC Estimation of the dimensional contribution.
SSPA Stage-by-stage parameter adaptation.
SaNSDE Self-adaptive differential evolution with neigh-

borhood search.
FEs Fitness evaluations.
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