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This  article  presents  an  innovative  approach  to solve  one  of  the  most  relevant  problems  related  to smart
mobility:  the  reduction  of  vehicles’  travel time.  Our original  approach,  called  Red  Swarm,  suggests  a
potentially  customized  route  to each  vehicle  by using  several  spots  located  at  traffic  lights  in order  to  avoid
traffic  jams  by  using  V2I communications.  That  is  quite  different  from  other  existing  proposals,  as  it  deals
with  real  maps  and  actual streets,  as  well  as several  road  traffic distributions.  We propose  an  evolutionary
algorithm  (later  efficiently  parallelized)  to  optimize  our case  studies  which  have  been  imported  from
OpenStreetMap  into  SUMO  as  they  belong  to a real  city. We  have  also  developed  a  Rerouting  Algorithm
oad traffic
mart city
mart mobility
iFi connections

raffic light

which  accesses  the configuration  of the Red  Swarm  and  communicates  the  route  chosen  to  vehicles,
using  the spots  (via WiFi  link).  Moreover,  we  have  developed  three  competing  algorithms  in order  to
compare  their  results  to those  of  Red  Swarm  and  have  observed  that  Red  Swarm  not  only  achieved  the
best  results,  but also  outperformed  the  experts’  solutions  in a total  of 60  scenarios  tested,  with  up  to  19%
shorter  travel  times.

© 2014  Elsevier  B.V.  All  rights  reserved.
ntroduction

In a world where road traffic is continuously increasing faster
han the infrastructure intended to contain it, traffic congestions
nd accidents are more frequent now than in the past, especially in
rban areas. This situation affects different aspects of our society
uch as health, environmental pollution, and economic develop-
ent, just to name a few.
Nowadays, we have to address many challenges and do so from

 global city perspective [1], this includes surveillance and control,
eeping efficiency in terms of performance, cost, maintenance, and
upport, especially if the opportunities to increase the number and
apacity of roads are limited.

Smart City represents a world initiative which is defined by
ix characteristics [2]: smart economy, smart people, smart gover-
ance, smart mobility, smart environment, and smart living. They
re related to factors such as innovative spirit, entrepreneurship,
evel of qualification, creativity, public and social services, pollution

ontrol, cultural facilities, health conditions, etc.

On the one hand, smart mobility is related to transport and
nformation and Communication Technologies (ICT). Therefore, it

∗ Corresponding author. Tel.: +34 952133303.
E-mail addresses: dhstolfi@lcc.uma.es (D.H. Stolfi), eat@lcc.uma.es (E. Alba).

ttp://dx.doi.org/10.1016/j.asoc.2014.07.014
568-4946/© 2014 Elsevier B.V. All rights reserved.
is focused on local, national and international accessibility, the
availability of ICT-infrastructure, and transport systems which are
sustainable, innovative, and safe. A well accepted belief is that new
transport strategies will improve urban traffic as well as citizens’
mobility and quality of life.

On the other hand, smart environment is related to an intelli-
gent management of natural resources and is focused on pollution
reduction, environmental protection, and management of sus-
tainable resources. Apart from the pollutant gas emissions from
factories, power plants and waste incinerators, one of the main
sources of greenhouse gas emissions are vehicles. Besides reduc-
ing travel times, our work is also related to reducing emissions
from vehicles’ exhaust pipes as well as their fuel consump-
tion.

This is the motivation for this work. Here, we propose a data
information system spread throughout the city at a low cost and
able to redirect vehicles in movement in the city to finally achieve
shorter travel times and fewer traffic jams in urban areas. The WiFi
connectivity of drivers’ terminals (e.g., smartphones) plus an easy
interaction with Red Swarm spots located at traffic lights will define
our base scenario for a global intelligent mobile service with bene-

fits for drivers and for general municipal policies. Note that in most
cities there already are computers running Windows/Linux, which
will support our proposal based on V2I (Vehicle to Infrastructure)
communications.

dx.doi.org/10.1016/j.asoc.2014.07.014
http://www.sciencedirect.com/science/journal/15684946
www.elsevier.com/locate/asoc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.asoc.2014.07.014&domain=pdf
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mailto:eat@lcc.uma.es
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The deployment of Red Swarm, a real time system for suggesting
istributed personalized routes in a modern city, not only provides
ustomized routes to every single vehicle, but it is also able to col-
ect information from the road traffic (anonymously) enabling local
uthorities to better know the on-line and historical data of the
ity.

This paper is organized as follows: the next section reviews sev-
ral publications related to our proposal. The subsequent sections
resent the Red Swarm architecture, three competing algorithms
hat we have designed in order to compare their results to those
f Red Swarm, and the parameterization of the algorithms and the
xperimental settings. Section “experimental analysis” focuses on
he studies done and a discussion of the results. And finally, in last
ection, conclusions and future work are presented.

elated work

Out of all the vast amount of literature on this topic, we  move far
eyond classic ideas like modeling the city with differential equa-
ions, considering it as a complex network, or using graphs and
raditional operation research techniques. We  do so because there
re too many assumptions there, too much modeling of what is
appening in an actual city. We  try to address a complete system
ith all its components in an environment, as realistic as possi-

le, in a computer. We  also focus on strategies that interact with
rivers, which is seldom the case in the current literature. Having
aid that, we are going to revisit approaches that try to address the
lobal city problem on the one hand and interact in some way with
rivers (who actually make the decisions in traffic), using some kind
f connectivity.

With the intention of improving road traffic, there exist solu-
ions which focus on adjusting the traffic light cycles. In [3] a Particle
warm Optimization algorithm is presented to do this in an area of
alaga and Seville (Spain), while in [4] the authors use a Genetic

lgorithm with a Cellular Automaton based traffic simulator in
rder to optimize the traffic in the district called “La Almozara” in
aragossa (Spain). In spite of the promising results that they have
btained, these proposals do not suggest alternative routes to the
rivers as we do, but they consider the city as a set of traffic lights
egulating drivers as a whole.

Moreover, the authors in [5] describe the development and
mplementation of an Ant Colony Optimization algorithm to solve
he traffic signal coordination problem. Experiments show that
he ACO algorithm yielded better results when it was compared
gainst a genetic algorithm. Unfortunately, the work mentioned is
ot based on rerouting vehicles and the traffic networks studied
re small (up to 20 traffic lights).

A strategy to reduce traffic congestions by using V2V (Vehi-
le to Vehicle) communication is presented in [6]. There, a series
f beacons are used to analyze the traffic flow and communicate
o drivers possible breakdowns, so that they can maintain a big-
er gap between themselves and the car in front while they are
raveling along the highway. Although the technical requirements
re minimal, it is not suitable for an urban area comprising many
ntersections, traffic lights, and roundabouts.

In [7], unexpected traffic jams provoked by accidents are pre-
ented by using four different strategies which consist of different
oad bans, which define the kind of control performed. The pro-
osed control strategies could be communicated to drivers by
hanging electronic signals from a traffic signal controller when a
raffic jam is going to occur. The strategies are simulated in two-way

ectangular grid networks although neither of them corresponds to
eal streets of a city, although the authors were interested in using

 microsimulator in future work, but we actually use it here as part
f our work.
mputing 24 (2014) 181–195

A distributed and cooperative system dedicated to road self-
organization is presented in [8] with the aim of detecting traffic
jams and transmitting traffic alerts. The authors present a theoret-
ical model based on the FORESEE cooperation model [9] composed
of a set of agents which are physically installed in each vehicle.
Each agent evaluates the traffic conditions and exchanges informa-
tion with other agents over wireless media. The working scenario
is quite big and the results are achieved by using a traffic simula-
tor. However, as their conclusions depict, a minimum number of
vehicles is necessary in order to sense and communicate the traf-
fic state, while in our proposal, communications only depend on a
fixed number of spots.

In [10], the authors present an optimization method that deter-
mines routes for drivers and then increases the performance of the
traffic network via dynamic traffic routing. A novel algorithm, called
Ant Colony Routing (ACR), based on Ant Colony Optimization (ACO)
with stench pheromone and colored ants, is proposed for the opti-
mization. The different vehicles routes are modeled by using the
colored ants so that they are only sensitive to their own  color. More-
over, the stench pheromone is used to disperse ants throughout the
network thereby preventing traffic jams. This proposal differs from
ours not only in the fact we use an evolutionary algorithm but also
in the type of scenarios we  work with, which consist of real streets
(instead of a graph) and we  test them by simulating the dynamics of
the whole city and players (vehicles, driving rules, red lights, etc.).

An Event-Driven Architecture (EDA) is proposed in [11] that
detects different levels of traffic jams taking into account environ-
mental information, as well. The proposal has been designed to
run either as part of the on-board equipment in each vehicle or in
a mobility management center outside the road. Simulation tests
on the VGSim tool show the suitability of the proposal which can
detect a wide range of traffic jams with regard to their length and
severity. This work principally focuses on the study of motorways,
while ours is on urban traffic and the detection of traffic jams, which
we try to prevent.

In [12] a proposal based on an integrated macroscopic traffic
model (S model) which includes a macroscopic urban traffic flow
model and a microscopic traffic emission model (VT-Micro) is pre-
sented. While the former provides macroscopic traffic states for
each link, the latter evaluates the emissions based not only on the
speed of all vehicles but also on the acceleration or the decelera-
tion of each of them. Moreover, a Model Predictive Control (MPC)
is applied to urban traffic networks with the aim of reducing both
travel delays and gas emissions based on the aforementioned mod-
els, by regulating the stop-and-go behavior and distributions of
traffic flows within the network with the aid of traffic signals.
Although we also reduce travel times, we  use a different approach
consisting in rerouting vehicles to avoid congested streets in real
geographical areas, in real time, and in a customized manner for
every driver.

A multi-agent framework for Swarm Intelligence (SI) is pre-
sented in [13]. It can be used to solve search problems on a
computer network. The authors present initial experimental results
that show their approach scales better when implementing the Ant
Colony System (ACS) algorithm, but is faster when implementing
the Bee Colony Optimization (BCO) algorithm.

The Red Swarm

In order to guide and optimize the traffic in the whole city we
propose a new system called Red Swarm. By giving personalized

advice to every single driver of a vehicle circulating through an
urban area we hope to reduce time, fuel consumption, and gas
emissions. We propose a continuous distributed exchange of data
between vehicles and spots that will allow us to run intelligent
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Fig. 1. Red Sw

lgorithms that compute optimized destinations both at the indi-
idual and the ensemble levels.

We  have taken some small starting steps in [14,15] which have
ed us to the proposal in this article, showing the whole system,
ptimized and compared with expert and alternative techniques
n the following sections.

Our Red Swarm architecture consists of:

. Several spots distributed throughout the city, installed at traffic
lights, which use a WiFi connection to suggest new routes to
vehicles.

. The Rerouting Algorithm (RA), which selects the route to be sug-
gested based on the configuration of the system and the vehicles’
destination.

. The evolutionary algorithm (EA), which computes the configu-
ration of the system.

. User Terminal Units (UTU), usually mobile phones or tablets
which are able to communicate with the spots, send their data,
and receive the new routes suggested. Note that this function
could also be fulfilled by On Board Units (OBU) installed in vehi-
cles.

The Red Swarm architecture is divided into two stages: (i) the
onfiguration stage, and (ii) the deployment and use stage (Fig. 1).

In the configuration stage the EA calculates the configuration for
he spots by using the traffic simulator SUMO (Simulation of Urban

Obility) [16] in order to evaluate each solution.
In the deployment and use stage, the aforementioned optimal

onfiguration for the Red Swarm spots is used by the RA (explained
ater) to suggest new routes to the vehicles that are approaching

 junction controlled by a Red Swarm spot by using a WiFi link.
lthough the configuration is not recalculated in the deployment
nd use stage, the routes suggested to each vehicle are personal-
zed, so as to split traffic into separate routes that will benefit both
he individual vehicles and the overall traffic flow. Regarding the

iFi communication, we have experimented with this technology
n [17] and the results observed, support a wide coverage area of
7 m on average which supports the study in this article.

Traffic simulators implement different flow models [18] to spec-
fy rules for car following, lane changing, etc. According to the level
f granularity, they can be categorized as macroscopic, mesoscopic,
nd microscopic simulators.

Microscopic models describe the mobility parameters of each
ehicle with respect to others in detail, while macroscopic and
esoscopic models work at a higher level of abstraction [19].
As we need a realistic car following model we choose the SUMO
icroscopic traffic simulator which implements the car following
odel developed in [20]. While SUMO simulates the traffic flow of

ach vehicle, TraCI (Traffic Control Interface) [21] makes it possible
o control SUMO externally and obtain the state of the simulation as
architecture.

well as change it. When the simulation ends, data from the itinerary
of each vehicle such as departure times, travel times, gas emissions,
etc., can be obtained by parsing several XML  files.

Case study

For this work, we  have applied the Red Swarm solution with the
aim of reducing the average travel times of vehicles in an area of
the city of Malaga which is well-known for suffering from traffic
jams at peak times. The area is delimited to the north by Car-
retería Street, to the south by the Mediterranean Sea, to the east
by Gutemberg Street, and to the west by the Guadalmedina River,
and encompasses an area of about 2.5 km2.

We  show in Fig. 2(a) a snapshot of the area analyzed taken from
OpenStreetMap, in Fig. 2(b) we can see the same area imported into
SUMO; and in Fig. 2(c) a snapshot exported from SUMO to Google
EarthTM is presented. In the latter we  can see our ten Red Swarm
spots placed at strategic junctions of the city represented by red
circles. Since most modern cities already have a computer inside
traffic lights, the spots just need a WiFi antenna plus our software
solution.

The case study was built following the steps presented in Fig. 3
based on the model building principles in SUMO [22]. First, the
selected area was downloaded from OpenStreetMap. Second, we
added the existing traffic lights and the Red Swarm spots by using
the application JOSM (Java OpenStreetMap). We also removed all
extra data included in the original map  such as POIs, pedestrian
crossings, etc. to improve the load time and avoid the possibil-
ity that SUMO could misuse them. Third, we  translated the map
into the SUMO format by using the NETCONVERT utility which is
part of the SUMO suite. Finally, we added traffic flows between
streets of origin and destination which were calculated by using
the DUAROUTER utility, also included in the SUMO suite.

The experts’ solution consists of a real scenario of this case study,
where vehicles take different routes between their origin and des-
tination (flows). These flows are composed of several routes which
have been calculated by using all the weight attributes available in
DUAROUTER: travel time, noise, CO, CO2, PMx, HC, NOx, and fuel.
Although some of these routes are identical (were included once),
by using this method we  will prevent vehicles in the same flow from
taking the same route, which could favor the creation of traffic jams.

In this paper we have worked with two different case studies
called z8 and z12. These two share the same characteristics (listed in
Table 1) such as 262 traffic lights, ten Red Swarm spots, four vehicle
types (listed in Table 2), and nine input and output streets where
vehicles arrive at and exit from the analyzed area, respectively.
However, the number of vehicles (800 in z8 vs. 1200 in z12)
and the period of time analyzed (2400 in z8 vs. 3000 in z12) are
different. The former is to test different traffic density in the same
area and the latter is a consequence of the number of vehicles: the
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ig. 2. Area of the city of Malaga analyzed, imported from OpenStreetMap into SUM
ext,  the reader is referred to the web version of this article.)

ore vehicles that enter the studied geographical zone, the more
ime they take to abandon the scenario. Further on in the article,
e analyze other techniques for rerouting vehicles as well as 30
ifferent scenarios for the two case studies.
Since the arrival rate, vehicle type, arrival speed, etc., are non-
eterministic, by changing values in the city we are able to define
ifferent scenarios in order to evaluate different traffic distributions

n the same case study.

Fig. 3. Scenario building scheme.

able 2
ype and characteristics of vehicles.

Type Arriving (prob.) MaxSpd. (Km/h) 

Sedan 0.50 160 

Van  0.25 100 

Wagon 0.15 50 

Transport 0.10 40 
d then exported to Google EarthTM. (For interpretation of the references to color in

Representation

In this section we discuss how we encode the solutions of the
problem (routes that maximally split traffic flow in the city with
reduced times for travelers) in the evolutionary algorithm used.

Each Red Swarm spot is placed at a traffic light situated at a junction
of the city. As a consequence, it can be thought of a set of input and
output streets (Fig. 4). The input streets are the streets by which the

Table 1
Characteristics of the two case studies.

Case study z8 z12

# vehicles 800 1200
Analysis time (s) 2400 3000
#  Traffic lights 262
#  Red swarm spots 10
#  Vehicle types 4
#  Input streets 9
# Output streets 9

Accel. (m/s2) Decel. (m/s2) Length (m)

0.9 5.0 3.8
0.8 4.5 4.2
0.7 4.0 4.3
0.6 3.5 4.5
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Fig. 4. Representation of a Red swarm spot.
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The Rerouting Algorithm (RA) is part of our Red Swarm archi-
tecture. By using our RA, each Red Swarm spot is able to suggest
a new route to vehicles which are approaching it. The pseudocode
Fig. 5. Rerouting example.

ehicles arrive at the junction and the output streets are the streets
y which the vehicles leave that junction.

When a vehicle is approaching the junction by an input street,
he WiFi link is established which triggers the rerouting process.
hen, this process suggests a new route to the vehicle depending
n the configuration of the Red Swarm (probabilities P1, P2 and P3 in
ig. 4) and the vehicle’s final destination in the city (the neighbor-
ood or street, which would depend on the final implementation

n actual cities).
In Fig. 5 an example of a possible rerouting is illustrated. When

he vehicle is detected from the input street S1.1 belonging to the
ed Swarm spot RS1, a new route is suggested. The next step in
he route of the vehicle might be the input street S2.3 (spot RS2)
r the input street S3.1 (spot RS3), depending on the values of the
robabilities P1 and P2 which have been previously optimized for
he traffic in this area in connection to the rest of the areas by the
A.

This behavior is repeated in each Red Swarm spot until the vehi-
le arrives at its final destination. In this way, the new route of the
ehicle is made up of several paths between input streets of Red
warm spots, from the first spot which has detected and rerouted
t, to the last spot which is placed in proximity to the vehicle’s final
estination (Fig. 6).

As there are ten Red Swarm spots in our case studies each with
everal input streets, there are a total of 28 input streets in the area
nder analysis. Furthermore, there are also nine possible destina-
ions, so that the different routes from one spot’s input street to its
eachable ones are arranged in nine chunks, thus each destination
as its own configuration inside Red Swarm. Therefore, each reach-
ble input street has a probability value associated with it which

efines its chances of being suggested to a vehicle as the next step

n its personalized route to destination.

ig. 6. Rerouting of a vehicle through Red Swarm spots toward its final destination.
mputing 24 (2014) 181–195 185

Fig. 7 illustrates the schematic representation of the problem as
well as the probabilities for each reachable street of being selected,
mapped into a tentative solution vector. Note that the solution vec-
tor is made of 1098 floating-point numbers (the probability values)
which reveals the complexity of this problem.

The probabilities included in each destination chunk are nor-
malized by following Eq. (1), so that each value is in the range of [0,
1]. So, the sum of all the probabilities for the KN reachable streets in
the destination chunk M, which is part of the configuration of the
street N, is equal to 1.

PSN DM
= P(N,M)1

+ · · · + P(N,M)KN

=
KN∑
i=1

P(N,M)i
= 1, P(N,M)i

∈ [0,  1]
(1)

Evaluation function

The evaluation of scenarios takes into account the average travel
time of vehicles as well as the number of vehicles inside the area
analyzed, both of which are taken after studying several scenarios
in the city.

In Eq. (2) we  propose an evaluation function which computes a
real number indicating the fitness of the configuration being eval-
uated. As we want to minimize this value, the lower it is the better.

F = ω1(N − n) + ω2
1
n

n∑
i=1

(delay + duration)i (2)

In the first term, we denote with N the total number of vehicles
and with n the number of vehicles that have arrived at their desti-
nation when the analyzed period of time ends. We  have used this
term to preserve the completeness of the study as we wanted all
vehicles to complete their itinerary.

In the second term, the travel time of a vehicle is calculated by
adding the time that it has waited before entering the area due
to a congested input street (delay) and the time that it has spent
in arriving at its destination (duration). Note that only the vehicles
which arrive at their destination (n) are included in the summation.

Both terms are weighted by two  constants (ω1 and ω2). The
value of the first one depends on the degree of penalization wanted.
We assume that the vehicles which are in the city at the end of the
analysis would have spent (on average) half of the analysis time in
completing their itinerary (ω1 = 1

2 analysistime). The second term is
weighted by one (ω2 = 1), so that both terms are in the same scale
of time (seconds).

Rerouting Algorithm (RA)
Fig. 7. Schematic representation of the configuration of the Red Swarm mapped
into a probability solution vector of floats.



1 oft Co

o
d

A

v
l
i
t
f
n
a
s
t

i
t

i
a

g
i

E

a
r
e

86 D.H. Stolfi, E. Alba / Applied S

f the RA is presented in Algorithm 1 and the flow chart in Fig. 8
escribes this.

lgorithm 1. Rerouting Algorithm
procedure Rerouting(vehicle)

current ← getStreet(vehicle)
if isDestination(current, vehicle) then

nextDest ← current
else

nextDest ← getDestination(current)
if  nextDest = [] then

nextStreets ← getReachableStreets(current)
nextDest ← getStByProbability(nextStreets)

end if
end if
setNextDestinationStreet(nextDest, vehicle)

end procedure

First, the current street is obtained from the data sent by the
ehicle and the final destination is checked so that a vehicle in the
ast street of its itinerary will not be rerouted at all. To the contrary,
f the vehicle has not yet reached its destination, all the routes from
he current street to the destination of the vehicle are obtained
rom the configuration previously calculated by the EA. If there are
o direct routes to the final destination (it is not directly reach-
ble from the current street), the algorithm will obtain all the input
treets which are directly reachable from the current street so that
he vehicle can be sent to another Red Swarm spot.

Then, one of the routes from the current street to another one
s chosen based on the probabilities stored in the configuration of
he spot.

Finally, the next destination street (thus the route) of the vehicle
s set to the chosen one (here we have supposed that all drivers
ccept the change suggested) and the process ends.

Note that if there is more than one route to the destination sug-
ested, one of these routes will be randomly selected (we  presume
t to be the driver’s decision).

volutionary algorithm (EA)
In this work, we use an EA in the offline stage of the Red Swarm
rchitecture. Its purpose is to find the optimal arrangement of
outes in the city to then spread the traffic out in a way  that is
fficient for both drivers and municipal policies.

Fig. 8. Flow chart describing the Rerouting Algorithm.
mputing 24 (2014) 181–195

Evolutionary algorithms are inspired by the evolution of indi-
viduals which are well adapted to their environment. They are
a population-based method and at each iteration several opera-
tors are applied to the � individuals of the population. After each
iteration, the � new individuals are obtained in order to be incorpo-
rated in the next generation. Recombination, mutation, selection,
and replacement operators are commonly found in EAs as a way of
producing new individuals which can experiment self-adaptation
and be naturally selected based on their fitness value which is pro-
vided by the objective function. GAs are a very popular subclass
of EAs with proven efficacy in solving combinatorial optimization
problems [23], either static or dynamic versions [24].

We have designed our evolutionary algorithm (EA) which is a
steady state (10 + 2)-EA. We  have chosen to work with a small pop-
ulation only creating two new individuals in each generation in
order for it to be more efficient, because our fitness function takes,
on average, about 20 s to be computed, because of the complexity
involved in analyzing the traffic distribution in the city.

Selection operator
The selection operator implemented chooses two  individuals for

reproduction by using a uniform probability distribution.

Recombination operator
We have designed and tested two  different recombination oper-

ators: The Street Two  Point Crossover (STPX) and the Destination
Crossover (DESX).

On the one hand, STPX consists of a standard two point crossover
in which two  individuals are crossed by swapping their contents
between two randomly selected points, to produce two  descen-
dants. In our case we exchange all the probabilities in range of the
input street blocks selected (the complete blocks including the des-
tination chunks of probabilities). Fig. 9(a) shows an example of STPX
where the probability values of the street blocks from six to twelve
are exchanged.

On the other hand, DESX exchanges the configuration of destina-
tion chunks throughout all the street blocks of the parents instead
of exchanging the configuration of streets, as STPX does. Fig. 9(b)
shows an example of DESX where the probability values of desti-
nation chunks three and four are exchanged in all the street blocks
of the solution vector.

The former keeps the configuration of each input street intact,
while the latter does the same with each destination chunk.

Mutation operator
In [14] we  proposed and tested several mutation operators.

There, we  decided to use two different operators for the mutation
of the individuals in the EA.

First, the ADOS operator, which assigns new values to the prob-
abilities of routes, in all the destination chunks of one street block,
was used as the mutation operator until the fitness value of the best
individual of the population was lower than a defined threshold (�).

Then, the ODOS operator was used in the next iterations of the
algorithm. This operator assigns new values to the probabilities of
routes in just one destination chunk in one street block. The former
is meant to explore the search space and the latter, to exploit the
accumulated search experience.

Here we  have decided to unify these two operators in just one,
called the Variable Mutation Operator (VMO). In order to preserve
the variability presented by the two former mutation operators in
VMO, we have added two parameters to the new operator: �1 and
�2. When the fitness value of the best individual of the population

is greater than �, �1 will be the probability of changing the val-
ues in a destination chunk corresponding to a single street block.
Otherwise, �2 will be the probability used. We  have also kept �
as a parameter of the operator, thus, if �1 = 1, the behavior of this
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Fig. 9. Recom

perator will be the same as the ADOS operator, while if �2 = 1
9 , it

ill resemble the ODOS (one chunk of nine).
Note that we are changing only the probabilities in destination

hunks of just one street block whether it is �1 or �2 used for the
omputations.

In Algorithm 2 the pseudocode of the VMO  is presented. First, the
nput street s is randomly chosen from the individual ones. Then,
he list of destinations is obtained from the individual and some of
he probabilities in each destination chunk are changed depending
n the value returned by the random function and the value of �k
which is equal to �1 or �2).

Finally, when all the destinations in the street block have been
rocessed, the individual mutated is returned.

lgorithm 2. Variable Mutation Operator (VMO)
procedure VMO(individual)

s ← getRndStreet(individual)
destinations ← getDestinations(individual)
for all d ∈ destinations do

if  random() < �k then � k ∈ {1, 2}
AssignNewProbabilities(d)

end if
end for
return individual

end procedure

For example, Fig. 10 represents the VMO  applied to an individual
hen Street 4 has been randomly selected as the target street of the
utation. We  can also see that the destination chunks Destination 1,
estination 4, and Destination 5 have also been randomly selected

o be mutated. As a consequence, in this example VMO  changes
he probability values of the ranges P4.1.1 to P4.1.K, P4.4.1 to P4.4.K,
nd P4.5.1 to P4.5.K corresponding to the K input streets which are
eachable from Street 4, when the final destination of the vehicle is
ither Destination 1, Destination 4 or Destination 5.
In this article, due to the characteristics of the problem, we
ave worked with two fixed rates for assigning (and mutating) the
robabilities in a destination chunk: 0.5 (EA05) and 1.0 (EA10). By
sing the former, up to two reachable input streets (if there are

Fig. 10. Variable mutatio
on operators.

two or more) have an equal probability of being suggested (P1 = 0.5,
P2 = 0.5), while by using the latter only one can be selected (P = 1).

Replacement operator
We  have proposed two different replacement strategies: (i) Eli-

tist Replacement (ER) in which the � worse individuals of the
population are replaced only if they have a fitness value worse than
an offspring individual; and (ii) Random Replacement (RR) in which
the offspring always replaces � individuals of the current popula-
tion which are randomly selected, except for the best individual in
the population which is always preserved (elitism).

In Section “Parameterization of the EA” the evaluation of these
operators as well as the rest of the parameterization of our EA is
presented.

Parallel EA (pEA)

In order to achieve a more general configuration for the Red
Swarm spots, we have addressed the optimization of several sce-
narios in the same run of the EA by doing multiple evaluations (one
per scenario) of the same individual in order to calculate its fitness.
As this implies an increment in the run time, we  have developed a
new parallel EA (pEA) to tackle it. Fig. 11 shows the block diagram
of our pEA, which calculates the fitness function of an individual
over n scenarios as the average fitness of them all.

Competitor techniques for our EA

In order to evaluate our Red Swarm architecture and our EA,
we propose here three other competing algorithms instead of our
EA that could reduce travel times by configuring the system in the
configuration stage: (i) The DJK algorithm, based on the Dijkstra
shortest path algorithm [25]; (ii) the DV algorithm, based on the

Bellman-Ford algorithm [26]; and (iii) the ACO algorithm, which is
an adaptation of the Ant System algorithm presented in [27]. All of
them have been implemented in Python as well as in the EA and
the RA.

n operator (VMO).
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Fig. 11. Parallel evolutionary algorithm (pEA).

Fig. 12 shows the block diagram of the configuration of a rerout-
ng when DJK, DV and ACO algorithms are used.

ijkstra (DJK)

The Dijkstra algorithm (DJK) proposed here is based on the
mplementation of the well-known Dijkstra shortest path algo-
ithm [25] included in the DUAROUTER utility, which is part of
he SUMO suite. The DJK algorithm will be used as an alterna-
ive method of calculating the solution vector to be used by the
A which runs in each Red Swarm spot.

This algorithm conceives the scenario as a graph in which inputs,
he spots’ input streets, and destinations are all the nodes, while the
dges are the different paths between them. The weight values for
ach edge are calculated by counting the number of preplanned
outes that include each street of that edge.

Then, the solution vector is obtained based on these weights by
onverting them to probability values so that they can be managed
y the RA.

To do that, the streets involved in the routes between Red
warm spots (calculated by DUAROUTER) and the vehicles’ flows
re counted. Then the weights are assigned to the edges of the graph
ased on the number of routes in which the streets in those edges
re included. Finally, the weights are converted into probabilities
y calculating the inverse value of the weight of each edge. In Eq.
3) the probability for the route between the input street SN and the
estination DM is calculated. Therefore, ωSN DM

is the weight of the
dge between SN and DM, and

∑
i

1
ωSN Di

is the summation of all the

estinations reachable from SN. As we want to distribute the road
raffic through different streets, the more routes use a street, the
ess likelihood of being chosen the street has.

SN DM
= 1

ωSN DM

∑
i1/(ωSN Di

)
(3)

istance Vector (DV)
The Distance Vector (DV) algorithm that we propose here as
 basic competitor to our EA, is based on the implementation
ncluded in the RIP Version 2 protocol (RFC 2453) of the Distance

Fig. 12. Configuration and rerouting when
mputing 24 (2014) 181–195

Vector algorithm, which in turn is based on the Bellman-Ford algo-
rithm [26].

This algorithm and its implementation are found in most of the
current Internet routers and its main characteristic is that each
node of the network knows the length of the shortest path from
itself to all the other destination routers.

In this case, instead of calculating routes between source and
destination networks, we  calculate routes between the input
streets of the Red Swarm spots of the city and the final destinations
of vehicles.

The routing tables of each input street contain an entry for each
destination in the city, which are updated with the ID of the next
input street in the route. This input street is selected depending on
the number of spots which will be in this journey to the vehicle
destination when it takes this route, the fewer the better.

In this case, instead of the RA we run a simplified version of
the Rerouting Algorithm (RA’) so that the next street suggested
to vehicles is taken directly from the routing tables calculated by
the DV algorithm, thus we  are not calculating a solution vector of
probabilities but actual rerouting tables.

When the rerouting takes place in each spot, the next street
suggested to vehicles will be obtained directly from the routing
tables calculated for each input street, instead of using the RA based
on probabilities.

Ant Colony Optimization (ACO)

Ant Colony Optimization (ACO) [28] is an optimization
technique inspired by the natural behavior of ants. It is a general-
purpose heuristic method for identifying efficient paths through a
graph and has been successfully applied to solve different combi-
natorial optimization problems with discrete representations.

Inspired by the Ant System model [27], we  here provide a new
algorithm to suggest routes in our Red Swarm system in a new way.

Our case study is represented by nine graphs (one per destina-
tion), which nodes are the 28 input streets and which edges are
the routes between them. In ACO, a set of ants construct a solution
by traveling through a graph which represents the environment.
So, we have created 56 ants per graph (twice the number of input
streets) and placed them randomly in the nodes which are different
from the destination ones.

Then, each ant makes a sequence of probabilistic decisions when
arriving at each Red Swarm spot in order to choose the next input
street to visit. This series of decisions represents the path that the
ant has followed to reach its target destination. Thus, we build the
ants’ tours across the nodes of the graph (input streets) until the
destination is reached.

When all the ants have ended their individual journey, a new
iteration begins after marking each edge of the graph with artifi-
cial pheromones. These pheromones influence the ants’ decisions
in following iterations in such a way as to increase the likelihood of
the paths which have been transited most, being chosen in the cur-

rent iteration. There also exists an evaporation coefficient which
prevents the pheromone values from having an influence for too
long on one iteration propagation, as happens in the natural ant
system.

 using DJK, DV and ACO algorithms.
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Table 3
Parameter tuning of the ACO algorithm. Note that the best values are in bold.

Parameters Best Fitness Friedman
rank

Wilcoxon
p-value

Q  ̨  ̌ Avg. StdDev.

25
0.5 1.0 5215.6 141.6% 3.73 0.19
1.0 0.5 7613.4 216.1% 2.00 –
1.0 1.0 4317.3 183.7% 2.33 0.99

50
0.5 1.0 7552.4 121.1% 4.97 0.05
1.0  0.5 8840.0 225.8% 2.70 0.07
D.H. Stolfi, E. Alba / Applied S

The pheromone trail update is done as explained in Eq. (4),
here �ij(t + 1) is the intensity of the trail in the next iteration, �ij(t)

s the current intensity, (1 − �) represents the evaporation of the
rail in the current iteration, and 	�ij is the sum of the quantity per
nit of length of pheromones laid on the edge (i, j) by the k-th ant
Eq. (5)). Finally, the 	�k

ij
value is calculated by following Eq. (6),

here Q is the relative importance of the trail and Lk is the tour
ength of the k-th ant.

ij(t + 1) = (1 − �) · �ij(t) + 	�ij (4)

�ij =
m∑

k=1

	�k
ij (5)

�k
ij =

⎧⎨
⎩

Q

Lk
if the k-th ant travels from street i to street j

0 otherwise
(6)

Furthermore, the probability of transit from street i to street
 is formalized in Eq. (7), where 
ij is the heuristic value which
efines the visibility of the next street, and allowedk is the set of
he direct reachable streets. We  have used the same heuristic as in
JK and DV, i.e., the number of routes that contain the streets, as
e have discussed in Section “Dijkstra”. Moreover, both  ̨ and  ̌ are

he parameters that control the relative importance of trail versus
isibility in the transition equation.

ij(t) =

⎧⎨
⎩

[�ij(t)]˛ · [
ij]
ˇ

∑
k∈allowedk

[�ik(t)]˛ · [
ik]ˇ
if j ∈ allowedk

0 otherwise

(7)

As we need probability values to configure the system, when all
he ants have ended their tours we evaluate the solution by map-
ing the paths (tours) into probabilities in order to get the status
ector to configure the Red Swarm spots. Since we have a set of
outes from the ACO system, at this point we count the number of
aths transited by the ants, for each route, from the nine graphs
hat include this route. Then, we calculate the normalized solution
ector of probabilities as we did in DJK. Thus, the more transited a
oute is, the less likely it is to be selected.

nitial parameterization and experimental settings

Now, we describe the experiments that have been conducted
n order to parameterize the ACO algorithm (Section “Parame-
erization of the ACO algorithm”) and the EA algorithm (Section
Parameterization of the EA”). As we are dealing with a very com-
lex problem and consequently with long execution times, we
annot follow an exhaustive method of parameterization. Instead,
e have tested several parameter values for the operators and
ade decisions based on the data collected.
In all the experiments we have applied a Friedman test to deter-

ine the best parameter and operator, and then we  have studied
he statistical significance of these data by using the Wilcoxon test
o compare the best ranked distribution to the rest (pairwise com-
arisons). All the experiments were conducted by performing 30

ndependent runs on the same scenario.
In Section “Experimental settings”, the experimental settings

re discussed.

arameterization of the ACO algorithm
Based on the values proposed in [27], we have conducted several
xperiments in order to perform the parameterization that better
uits our problem. Table 3 shows the results of 30 runs of the algo-
ithm using different values for the quantity of trail laid by the ants
1.0  1.0 13853.8 147.7% 5.27 0.00

(Q), the relative importance of the trail (˛) and the visibility (ˇ).
The number of ants (m) was  set to 504 (twice the number of streets
multiplied by the nine destinations, thus, the nine graphs), the trail
evaporation in each iteration (1 − �) was set to 0.25, and the initial
value for trails (�ij(0)) was set to 0.50.

We  have explored a large set of potential sets of parame-
ters for ACO (six in total) adding up to a final large number
of 180 experiments. As we can see, the best ranked algorithm,
ACO25,1.0,0.5 (Q = 25,  ̨ = 1.0,  ̌ = 0.5) and the second best, ACO25,1.0,1.0
(Q = 25,  ̨ = 1.0,  ̌ = 1.0), both share the same statistical benefits
(p − value = 0.99), so we have chosen the latter because its average
fitness and standard deviation are lower than the former(4317.3
vs. 7613.4 and 183.7% vs. 216.1%, respectively).

Parameterization of the EA

First of all, we  have performed the tuning of the recombination
operator. We have tested the STPX and DESX operators for recom-
bination probabilities (Pc) of 0.2, 0.4, 0.6, 0.8, and 1.0, by doing 30
runs for each operator and probability values (300 runs). Table 4
shows the results of the experiments conducted as well as the sta-
tistical analysis performed. As we  can see, STPX has outperformed
DESX for all the recombination probability values tested.

Then, by using STPX as recombination operator (Pc = 0.6), we
have performed the tuning of the mutation and replacement oper-
ators. Again we have tested probability values between 0.2 and 1.0
by doing another 300 runs (30 by case), but in this occasion we
have varied the mutation probability (Pm) as well as the two differ-
ent replacement strategies: Elitist Replacement (ER) and Random
Replacement (RR).

Table 4 denotes that ER behaves much better than RR, especially
for mutation probabilities of 1.0 and 0.8, where the best Friedman
ranks are achieved (1.43 and 2.10, respectively). Note that these
mutation probabilities are the probability of mutating an individual
in each iteration of the algorithm while the amount of mutation on
the individual itself is governed by the �1 and �2 values.

Finally, in order to parametrize the mutation operator VMO,
we have conducted several experiments which are also listed in
Table 4. We  have tested �1 and �2 for probability combinations of
1
9 (one over the number of destinations), 1

3 , 1
6 and 1.

We have chosen �1 = 0.33 and �2 = 0.11 based on their average
fitness value in spite of the fact that it is the second best ranked
case (5.30 vs. 5.27) Moreover, the Wilcoxon p-value denotes that
this configuration (0.33,0.11) and the best ranked one (0.66,0.33)
are not so different (p-value = 0.91), which allows us to make this
decision.

All in all, the mutation probability of a route will depend on Pm,
the number of input streets, �1, and �2, so that it will be 1

1
1

28
1
3 = 1

84
for � and 1 1 1 = 1 for � .
1 1 28 9 252 2

The rest of the parameters of the EA are: PC = 0.6, PM = 1.0,
� = 1500, and a maximum of 5000 generations.
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Table 5
Average fitness, average number of iterations and statistical tests for the optimiza-
tion of one scenario of the case studies z8 and z12. The best values of each case study
are  in bold.

Alg. Fitness # iterations Friedman
Rank

Wilcoxon
p-value

Avg. StdDev Avg. StdDev

z8
EA10 658.0 7.1% 2531.6 36.4% 1.00 –
EA05  760.0 8.1% 3485.0 32.5% 2.67 0.00
ACO  1610.4 172.7% 573.7 12.2% 2.33 0.00
z12

EA10 855.7 8.5% 3699.0 30.5% 1.00 –
EA05  1037.8 9.7% 3411.7 30.5% 2.67 0.00
ACO  7613.4 216.1% 579.8 15.3% 2.33 0.00

Experimental settings

The experiments conducted were executed in the cluster
belonging to the NEO (Networking and Emerging Optimization)
group, which consists of 16 nodes (64 cores) equipped with an Intel
Core2 Quad CPU (Q9400) @ 2.66 GHz and 4 GB of RAM, 14 nodes
(28 cores) equipped with an Intel Pentium D @ 2.8 GHz and 1 GB  of
RAM, one node (eight cores) equipped with two  Intel Xeon (E5405)
@ 2.00 GHz and 8 GB of RAM, and one node (eight cores) equipped
with an Intel Core i7 (920) @ 2.67 GHz and 4 GB of RAM.

The time-dependent experiments such as the ones targeted to
measure speedup of the parallel algorithms have been conducted
in the same kind of nodes in order to fairly evaluate each execu-
tion, while the parallel optimization of eight scenarios have been
conducted in the eight core machines. Moreover, we  have used
HTCondor Version 7.8.4 as the software responsible for the man-
agement of these heterogeneous resources.

We  have carried out 1140 independent runs for the parameter-
ization of the algorithms and another 180 independent runs for the
optimization of the case studies performed by the EA100, EA50 and
ACO algorithms.

We  have also performed 240 independent runs of the parallel
optimization of 2, 4 and 8 scenarios, and finally in the calculation
of the speedup we  have carried out 100 runs (ten per algorithm).

All in all, the total time spent by the algorithms in the cluster
was about 34 days.

Experimental analysis

In the following sections we address the optimization of the
case studies z8 and z12. First, we  have run our algorithms to com-
pare their performance as well as the solutions achieved. Second,
we have tested the best solution from each algorithm in 30 dif-
ferent scenarios in order to discover how scalable the solutions
are. Finally, we  have identified the best performing algorithms and
reported the improvement achieved in the average travel time of
vehicles.

Case study z8

In this section we have performed the optimization of z8 in order
to achieve an optimum for the configuration of the Red Swarm
spots. This case study consists of 800 vehicles that arrive in the ana-
lyzed zone of the city via nine input streets and that drive through
the city until reaching their destination.

First, as DJK and DV are deterministic, we  only need one execu-
tion to get the configuration vector from those algorithms. In the

case of the EA10, EA05 and ACO algorithms, we have carried out 30
runs as they are nondeterministic in order to analyze their perfor-
mance as well as achieve the best configuration for the Red Swarm
spots. In Table 5 we present the results of the optimization of one
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Table  6
Fitness comparative and statistical test of 30 scenarios of z8 and z12. Note that the
best  values of each case study are in bold.

Alg. Fitness Best in 30 Friedman
rank

Wilcoxon
p-value

Average StdDev

z8
EXP 623.5 4.3% – 1.50 –
DJK  222588.6 8.3% 0.0% 6.00 0.00
DV 50229.1 15.2% 0.0% 5.00 0.00
EA10 658.1 34.9% 53.3% 1.53 0.75
EA05 761.8 23.6% 0.0% 3.90 0.00
ACO 837.6 71.3% 3.3% 3.07 0.00

z12
EXP 821.1 3.5% – 1.83 0.00
DJK 1048164.2 12.8% 0.0% 6.00 0.00
DV 146557.1 60.6% 0.0% 4.97 0.00
EA10 788.0 3.3% 83.3% 1.17 –
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the best scenario (the scenario in which each algorithm achieves
EA05 14494.9 510.0% 0.0% 3.83 0.00
ACO 923.2 6.8% 0.0% 3.20 0.00

cenario of z8 performed by our algorithms. As we can see, it con-
ists of the average of the best fitness achieved in the 30 runs as
ell as the standard deviation. Furthermore, the average number

f iterations and the standard deviation are also provided together
ith the Friedman Rank and the Wilcoxon p-value.

The first conclusion is that EA10 has achieved the lowest aver-
ge fitness value (658.0) and standard deviation (7.1%). It is also
otable the small number of iterations (573.7) performed by the
CO algorithm (thus a faster convergence) despite its high average
tness (1610.4). EA10 also presents the best Friedman rank (1.00)

n z8 and a comparison with EA05 and ACO by using the Wilcoxon
est confirms that the differences are statistically significant. Based
n the fitness values and the statistical analysis we  have selected
A10 as the best of the optimization algorithms in the scenario of
8.

In Fig. 13(a) the distribution of the fitness values from the 30
uns performed by the algorithms is shown in a box plot where the
etter solutions (lower fitness value) achieved by EA10 are clearly
epicted. Furthermore, the best fitness value of the algorithms ana-

yzed plus the experts’ solution in the optimization scenario are
hown in the bar graph of Fig. 13(b) where we can see that DJK and
V present the worst results of the comparison.

Second, we  have configured the Red Swarm spots with the solu-
ion obtained from the five algorithms in order to analyze how they
ehave in the 30 different scenarios of z8 as well as to compare
hem with the experts’ solution (EXP). Table 6 and Fig. 13(c) and (d)
resent the results where the high fitness values of DJK and DV con-
rm they are not capable of rerouting vehicles to their destinations,
hile avoiding traffic jams in the period of time analyzed.

Although EA10, EA05 and ACO are capable of rerouting all vehi-
les to their destinations, neither of them is able to achieve an
verage fitness (and travel time) lower than the experts’ solution
623.5).

We  have chosen EA10 as the best solution of the algorithms
lthough its average fitness in the 30 scenarios is higher than EXP.
he Friedman rank confirms that EA10 is the closest algorithm to
XP but it cannot outperform EXP in z8 (travel times in EA10 are
bout 25 s longer in average). That is mainly explained by the fact
hat EA10 is better than EXP in 53.3% of those scenarios, as can be
een in the comparison of the fitness value in 30 different scenarios
epicted in Fig. 13(e).

Therefore, in order to analyze how Red Swarm behaves when
ompared with the experts’ solution (EXP) in z8 when it is config-

red by EA10, we have illustrated the travel time vs. the number of
ehicles in the city in Fig. 13(f). Although we have optimized a case
tudy of 800 vehicles, we have tested the configuration obtained by
mputing 24 (2014) 181–195 191

EA10 with up to 2400 vehicles. As can be seen, EA10 becomes effec-
tive when there are more than 560 vehicles in z8 and it is always
better than EXP beyond 880 vehicles. This is an interesting and high
impact conclusion, since it means that, as long as we have around
1000 vehicles in a city our solution is more efficient for drivers and
modern urban policies. Furthermore, considering that any modern
city reaches well over 1000 vehicles, we  can claim that our system
is both cheap and effective for any normal city; in fact, the larger
the city, the better.

Moreover, in Fig. 13(g) and (h) we present the traffic density
and the travel times of vehicles in z8.  We  can see in both graphs
the effects of the best solution of each algorithm on the road traffic,
which confirm that neither DJK nor DV are capable of managing
such a number of vehicles and that EA10 routes vehicles out of the
city faster than the experts’ solution.

Finally, the average travel times in the 30 scenarios tested as
well as the average route length of vehicles are listed in Table 7.
Note that the average distance traveled by vehicles when they are
being rerouted by Red Swarm is always longer than in the experts’
solution. This was to be expected because we  are rerouting vehi-
cles via alternative streets which are not part of the shortest path,
with the aim of reducing traffic jams. This extra length is however
minimal (10.8% on average) and has a huge advantage in reducing
times for drivers and the city.

Case study z12

As the next step, we have addressed the optimization of z12
which consists of 1200 vehicles which arrive in the first 100 s of
the analyzed period of time, thus it is a harder case study.

First, we have optimized one scenario by using EA10, EA05, and
ACO. The results from the 30 independent runs of the optimiza-
tion algorithms are presented in Table 5. We  can observe in the
table that EA10 has a lower average fitness value (855.7) than EA50
(1037.8) and ACO (7613.4) (the lower the better). EA10 is also the
best Friedman ranked algorithm, while the Wilcoxon p-value indi-
cates significant differences from the others, which made us select
EA10 again as the best performing of all our algorithms in z12. In
Fig. 14(a) the distribution of the fitness values from the 30 inde-
pendent runs is represented as a box plot. Note that ACO presents
quite an asymmetric distribution which has penalized its average
fitness value.

Second, the best solution achieved by each algorithm in the pre-
vious step (training), was used to configure the Red Swarm spots in
30 different scenarios of z12 in order to evaluate how robust each
solution is (testing). Fig. 14(b–d) and Table 6 show the results of
these 30 runs. EA10 achieves better results than EXP in 25 of 30
scenarios (83.3%, see Fig. 14(e)) while the rest of algorithms are
unable to do that in any of the scenarios of z12.  The average fitness
values also indicate that the EA10’s solution (788.0) is better than
EA05 (14494.9), ACO (923.2), and also EXP (821.1).

The study on how EA10 scales in z12 is depicted in Fig. 14(f).
There we  can see that the solution achieved by EA10 in z12 is effec-
tive when there are more than 960 vehicles in the area analyzed,
which is lower than the total number of vehicles in that case study.
Furthermore, in Fig. 14(g) and (h) we  can observe the traffic density
and the travel times of vehicles in z12. It is notable how DJK and DV
have real problems in route vehicles to their destinations, as their
configurations do not depend on the number of vehicles in the case
study as the rest of algorithms do.

Table 7 indicates the average travel time and the average route
length of vehicles in the 30 different scenarios tested as well as
its best results). By using the solution computed by EA10 to con-
figure the Red Swarm spots in z12, we  achieve an improvement
of 4.0% in the average travel time of vehicles and a maximum
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Fig. 13. Figures for case study z8,  where we can observe the fitness distribution of the algorithms and the best values achieved in the optimizing scenario (a and b, respectively);
the  fitness distribution of the solution achieved, applied to 30 different scenarios (c and d); the comparison between the fitnesses of EA10 and the experts’ solution (e); and
the  graphs which depict how vehicles behave in z8 when are routed by using Red Swarm (f–h).

Table 7
Results of the optimization of the vehicles’ average travel time, divided in the average of 30 scenarios and the best of them. Note that the best values of each case study are
in  bold.

Alg. Average 30 scenarios Best scenario

Travel time Route length Travel time Route length

Avg. StdDev Improv. Avg. StdDev Rate Avg. StdDev Improv. Avg. StdDev Rate

z8

EXP 623.5 4.3% – 1770.2 1.2% – 726.6 48.2% – 1771.3 42.0% –
EA10 658.1 34.9% −5.5% 1960.6 1.6% 10.8% 624.8 42.0% 14.0% 1945.9 45.9% 9.9%
EA05 761.8 23.6% −22.2% 2076.9 1.4% 17.3% 739.5 74.5% −1.8% 2097.9 49.1% 18.4%
ACO  837.6 71.3% −34.3% 2066.4 1.8% 16.7% 699.0 51.5% 3.8% 2066.7 48.4% 16.7%
pEA10.2 595.7 2.1% 4.5% 1895.8 1.4% 7.1% 599.0 41.1% 17.6% 1933.6 43.0% 9.2%
pEA10.4 599.5 2.4% 3.9% 1948.3 1.4% 10.1% 598.2 40.8% 17.7% 1972.5 44.2% 11.4%
pEA10.8 584.3 1.8% 6.3% 1901.4 1.6% 7.4% 587.1 40.7% 19.2% 1899.8 43.3% 7.3%

z12

EXP  821.1 3.5% – 1746.4 1.2% – 922.0 55.0% – 1716.5 43.5% –
EA10 788.0 3.3% 4.0% 2029.0 3.5% 16.2% 794.6 42.4% 13.8% 2017.3 47.6% 17.5%
EA05  14494.9 510.0% −1665.3% 2183.6 2.3% 25.0% 1085.7 46.7% −17.7% 2180.4 50.2% 27.0%
ACO  923.2 6.8% −12.4% 1927.0 1.9% 10.3% 935.1 55.1% −1.4% 1919.1 50.8% 11.8%
pEA10.2 779.3 2.1% 5.1% 2047.7 1.8% 17.3% 770.2 41.8% 16.5% 1903.9 45.1% 10.9%
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pEA10.4  768.5 2.0% 6.4% 1973.5 1.0%
pEA10.8 744.8 1.7% 9.3% 1921.1 1.2%

mprovement of 13.8% in the best scenario. These results are close
o the experts’ solution (travel times 33 s shorter on average) so
hat, we have concentrated on improving the solution achieved
y EA10 even more in both case studies by optimizing more than

ust one scenario at the same time, as we describe in the next
ection.

arallel EA (pEA)
Parallelism is central to carry out our experiments. We  need to
imulate the whole city, with thousands of cars following driving
irections, interacting with each other, communicating, consid-
ring statistics and a large amount of data. Parallelism has been
13.0% 776.4 44.5% 15.8% 1978.4 45.7% 15.3%
10.0% 749.0 43.4% 18.8% 1931.7 45.3% 12.5%

essential in reducing the study time from several years of com-
putation to five weeks. As we wanted to optimize more than one
scenario in the same run, we  used a parallel version of our EA. Thus
we have decided to calculate the average fitness value of two, four
and even eight scenarios of z8 and z12 as the fitness value of an indi-
vidual by using our pEA10.2, pEA10.4, and pEA10.8, respectively.
So, we have named as pEA10.x, the parallel version of the EA10
algorithm which evaluates x scenarios in parallel and obtains the
individual’s fitness value by averaging them.
We have tested our parallel algorithms by optimizing one sce-
nario of z8 and one of z12 in 30 independent runs. As can be clearly
deduced from the values in Table 8, the more scenarios are opti-
mized, the better the solution achieved. Consequently, pEA10.8
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ig. 14. Figures for case study z12, where we can observe the fitness distributio
espectively); the fitness distribution of the solution achieved, applied to 30 differ
olution (e); and the graphs which depict how vehicles behave in z12 when are rou

resents the best results in the optimization scenarios of z8 and also
n the z12 ones, as depicted in Fig. 15(a and b). Moreover, in Fig. 15(c)

e provide a bar graph showing the fitness value comparative
etween the algorithms analyzed in the optimization scenario.

Next, we tested our solutions in 30 different scenarios for each
ase study. In Fig. 15(d) the distribution of the fitness values in
hose scenarios are depicted. The results show that all the paral-
el algorithms have achieved better fitness values than EXP in all
he scenarios of z12 and in mostly all of them in z8 (Table 9 and
ig. 15(e)).

We can observe that the results seem to depend not only on
he number of scenarios but also which scenarios are selected for
ptimization. Thus, the more scenarios that are optimized, the more
obust the solution achieved.

Table 7 shows an average improvement of 9.3% and a maxi-
um  of 18.8% on the average travel time of the vehicles in z12
hen we configure the Red Swarm spots with the best solution
btained in this case from the pEA10.8 algorithm. As has hap-
ened in the rest of the experiments, routes are a bit longer
han in the experts’ solution (10% on average) while the aver-
ge travel time has been shortened by a maximum of 173 s

able 8
verage fitness, average number of iterations and statistical tests for the parallel optimiz
est  values of each case study are in bold.

Alg. Fitness # iterations 

Avg. StdDev Avg. 

z8
pEA10.2 746.3 95.6% 2647.5 

pEA10.4 608.6 2.8% 2940.3 

pEA10.8 603.3 2.9% 3140.9 

z12
pEA10.2 6428.3 332.2% 2866.2 

pEA10.4 881.4 22.8% 2717.2 

pEA10.8 874.0 41.8% 3496.5 
he algorithms and the best values achieved in the optimizing scenario (a and b,
enarios (c and d); the comparison between the fitnesses of EA10 and the experts’

 using Red Swarm (f–h).

(76 s on average). Fig. 15(f) shows that the minimum number of
vehicles from which Red Swarm is effective has been reduced
to 560 vehicles as the behavior of the configuration computed
by pEA10.8 is more linear with respect to the number of vehi-
cles than the EA10 one. In addition, Fig. 15(g) and (h) shows the
improvement in traffic density and travel times of the vehicles
achieved by configuring the RA with the solution of the algorithms
tested.

Finally, we  have calculated the weak orthodox speedup [29] of our
parallel algorithms by carrying out 10 runs of each algorithm with
a different random seed. Because of the huge demand on resources
that each parallel execution requires we  have not done 30 runs in
this case.

Table 10 lists the different experiments and results of the execu-
tion of the algorithm optimizing one scenario in a one core machine
(sEA10.1), two scenarios in a one core machine (sEA10.2) and also in
two core machines (pEA10.2), and so on. Note that we  have named

the sequential calculation of n fitness functions sEA10.n and the
parallel calculation pEA10.n.

The results show that both pEA10.2 and pEA10.4 have nearly
reached a linear speedup by using parallelism (1.9 and 3.9

ation of two, four, and eight scenarios of the case studies z8 and z12. Note that the

Friedman Rank Wilcoxon p-value

StdDev

34.8% 2.73 0.00
32.8% 2.07 0.00
31.9% 1.20 –

38.0% 2.67 0.02
35.4% 2.57 0.00
32.4% 1.43 –
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Fig. 15. Figures for case study z12, where we  can observe a graph bar showing the average fitness values of the parallel algorithms in the optimization scenario (a); the
fitness  distribution of the parallel algorithms and the best values achieved in the optimizing scenario (b and c, respectively); the fitness distribution of the solution achieved,
applied  to 30 different scenarios (d); the comparison between the fitnesses of pEA10.8 and the experts’ solution (e); and the graphs which depict how vehicles behave in z12
when  are routed by using Red Swarm (f–h).

Table 9
Fitness comparative and statistical test of 30 scenarios of z8 and z12. Note that the
best values of each case study are in bold.

Alg. Fitness Best in 30 Friedman
Rank

Wilcoxon
p-value

Average StdDev

z8
EXP 623.5 4.3% – 2.30 0.01
EA10 658.1 34.9% 53.3% 3.93 0.00
pEA10.2 595.7 2.1% 93.3% 3.33 0.00
pEA10.4 599.5 2.4% 90.0% 3.73 0.00
pEA10.8 584.3 1.8% 100.0% 1.70 –

z12
EXP  821.1 3.5% – 4.83 0.00
EA10 788.0 3.3% 83.3% 3.53 0.00
pEA10.2 779.3 2.1% 100.0% 3.13 0.00
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Table 10
Average execution times and speedup of ten independent runs of the sequential
algorithm (sEA10.n) and parallel (pEA10.n). The best speedup reached is in bold.

# Scenarios Alg. # Cores Avg. time (s) Speedup

1 sEA10.1 1 68617.4 1.0

2
sEA10.2 1 128722.4 1.0
pEA10.2 2 67620.5 1.9

4
sEA10.4 1 144014.8 1.0
pEA10.4 4 36881.6 3.9
pEA10.4 768.5 2.0% 100.0% 2.50 0.00
pEA10.8 744.8 1.7% 100.0% 1.00 –

espectively). Moreover, when using 8 cores (pEA10.8) we got a
ery good speedup of 6.8 (an efficiency of 85%), not really the per-
ect 8 value because of the overload that the execution of eight
arallel threads in the same computer represents.

urther interpretations of the solutions

The solutions achieved when we tested the configuration
btained by the EA in 30 different scenarios show that we have
utperformed all of them when we use pEA10.8 as the optimiza-
ion algorithm. This indicates that our solution is robust enough
n such a complex problem like the one analyzed here where it is

lmost impossible to address a real traffic distribution.

We  have also tested Red Swarm in different traffic conditions
number of vehicles) and we found a threshold representing the

inimum number of vehicles from which Red Swarm becomes
8
sEA10.8 1 334714.7 1.0
pEA10.8 8 49511.4 6.8

effective as a system for preventing traffic jams. In each case study,
the threshold is quite a bit lower than the usual average number of
vehicles in the real geographical area. However, with a small num-
ber of vehicles Red Swarm still works fine, but the enhancements
to the city are less noticeable.

Finally, we observed lower traffic densities and shorter travel
times when we  applied Red Swarm to the most likely traffic situa-
tions in a modern city. This represents valuable aid to the citizens
of a Smart City providing they become users of the Red Swarm.

Conclusions

In this article we  have described our Red Swarm architecture and
developed several algorithms in order to compare their solutions
and performances to the Red Swarm ones.

Results show that Red Swarm configured by our EA always out-

performs the other algorithms, and also outperforms the experts’
solution when there are more than 560 vehicles in the scenario.
This is welcome news: whenever we have more than 600 vehicles
per 2.5 km2 in a city our solution clearly beats the experts’ one.
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In our work we have assumed that all drivers have a terminal
e.g. smartphone) and they follow the routes suggested by the sys-
em. We  expect a reduction in the average improvement on travel
imes if a significant percentage of drivers do not follow the indi-
ations of Red Swarm; the gradual penetration of the system will
e the next step in our research. Moreover, unexpected changes in
he state of the city, such as accidents or suddenly closed streets,
ave to be addressed in future work so as to be able to change
he active configuration of the spots according to the new situa-
ion. A city is a very complex organism, and so we need to move
tep by step, gradually incorporating layers of human behavior and
echnologies.

Altogether, we think that our Red Swarm is a solution which
ould be used in current modern cities in order to reduce traffic
ams and improve the citizens’ quality of life. Moreover, it could be
tilized to collect anonymous information from cars allowing local
uthorities to better understand the on-line and historical state of
he city.

As a matter of future work, we are working on reducing emis-
ions of greenhouse gases as we have evidence from previous work
hat this can be achieved by rerouting vehicles and avoiding traffic
ams. We  are also working on extending the geographical area to be
nalyzed to include the entire city of Malaga by adding more Red
warm spots.

We will probably attempt another sophisticated problem defi-
ition, such as a multiobjetive modeling. Due to its computational
omplexity, we will need to carry out careful analysis in terms of
etrics and Pareto fronts obtained.
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