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1 INTRODUCTION

SEARCH Based Software Engineering (SBSE) consists of the
application of search-based optimization to software

engineering. Using SBSE, a software engineering task is
formulated as a search problem by defining a suitable
candidate solution representation and a fitness function to
differentiate between solution candidates [11].

The candidate solution representation to the problem
defines the search space in which the search takes place. In
order to guide the search-based optimization process, a
fitness function (or cost function) is required. This function
determines the better of two candidate solutions, imbuing
the search algorithm with the ability to differentiate
between solutions and to measure progress.

The most widely used algorithms for SBSE have been
genetic algorithms, genetic programming, simulated anneal-
ing, and hill climbing (gradient descent) [12]. However, many
other optimization techniques have also been applied,
including greedy-based approaches and traditional opera-
tions research techniques through to more recently devel-
oped metaheuristic optimization techniques such as particle
swarm optimization and ant colony optimization [12].

In this special issue, the authors have also used a variety
of search-based optimization algorithms, most notably
single and multi-objective genetic algorithms, genetic
programming, and hill climbing. The most important
attribute that these applications share is the search based
formulation; the problem is thought of as a search among a
large space of candidate solutions. It is from this search
based approach that Search Based Software Engineering
derives its name.

The term SBSE was coined by Harman and Jones [11] in
2001. However, there were many other authors who had
previously applied search-based optimization to aspects of
software engineering (for example, in work on search-based
optimization for software project management [5] and
testing [19], [22], [20]). The theory and practice of SBSE as

a coherent approach to software engineering optimization
has been developed by many other authors [8]. The SBSE
approach has been the topic of several surveys and reviews
[1], [12], [14], [17], to which this special issue also adds a
significant new contribution in the form of the systematic
review of the literature on Search Based Software Testing
(SBST) by Ali, Briand, Hemmati, and Panesar-Walawege.

SBSE is important in software engineering because it
provides a way to attack hard, highly constrained problems
that involve many (potentially competing and conflicting)
objectives using an automated approach. It is relatively easy
to apply because representations and fitness functions are
readily available in software engineering [10].

In other engineering disciplines, such as mechanical,
materials, chemical, electric, and electronic engineering,
search-based optimization has been applied for many years
[9]. It is only recently that software engineering has started
to catch up with this trend. There is every reason to think
that this growing interest will continue. In some ways, the
advent of SBSE is merely a reflection of the evolution of
software development into a mature and fully fledged
engineering discipline. However, software engineering,
more than any other engineering discipline, is redolent
with search based optimization application potential.

The very nature of software makes it even better suited
to search based optimization than traditional engineering
artifacts. In traditional engineering optimization, the artifact
to be optimized is often simulated. This is typically
necessary precisely because the artifact to be optimized is
a physical entity (such as a processing plant, aircraft engine,
or circuit layout). Search-based optimization requires
repeated fitness computation, which is impractical if a
physical solution has to be constructed for each fitness
evaluation.

Engineers seeking to apply search-based optimization to
traditional physical engineering artifacts therefore have to
content themselves with an approach that is one step
removed from reality; optimizing not the artifact itself, but
some simulation or representation of it. The fitness thus
computed is not the fitness of the final product, resulting in
an additional layer of potential inaccuracy and cost.

By contrast, software has no physical existence. It exists
only in the virtual world of discrete logic and conception.
This virtual existence is perhaps the single most important
property that makes software unique among engineering
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artifacts. Software derives much of its complexity and
consequent engineering challenge from this property.
However, in the realm of SBSE it becomes one of software
engineering’s primary advantages. It means that, for soft-
ware engineering, in contrast with all other engineering
disciplines, the application of search-based optimization
can often be completely direct. SBSE can be used to
construct optimal and/or near optimal instances of test
cases, designs, and logical structures, not merely optimiza-
tions of their corresponding simulations.

SBSE is not merely applicable to program code, but all of
the artifacts which, in the broadest sense can be considered
part of software and relevant to software engineering.
Already SBSE has been successfully applied to the con-
struction of optimal test cases [18], clustering of modules
and heaps [6], [15], requirements sets [4], management [2],
and refactorings [16]. The papers in this special issue also
reflect this wide application diversity, applying SBSE to
construction of many different software artifacts including
designs, test cases, and behavioral and quality models.

Not only is SBSE widely applicable to many very
different software engineering problems, it also brings to
these problems many generic advantages that make it an
attractive solution technique in many cases:

1. SBSE is highly robust. Search based optimization
techniques are stochastic algorithms that can often
be tuned using a selection of parameters. This can
initially dissuade software engineers, particularly
those more comfortable with formal approaches to
software development. However, it should be noted
that optimization algorithms are extremely robust
and that often the solutions required need only lie
within some specified tolerance. Indeed, part of the
appeal of SBSE derives from the way in which it
moves us away from thinking that there should be a
single perfect solution to a more “engineering
centric” world view in which we seek a solution
that falls within a suitable tolerance. This is a world
view well adapted to the emergent engineering
challenges that come with nonfunctional properties,
massive scales, and complex emergent behavior
interactions. This issue of robustness is an important
property for investigation. For example, in this
special issue, the paper by Garousi addresses
questions of robustness in the application of SBSE
to stress testing.

2. SBSE has attractive scalability potential. Search
based optimization techniques are known as “em-
barrassingly parallel” because of their potential for
scalability through parallel execution of fitness
computations. Recent work has shown how this
parallelism can be exploited on General Purpose
Graphical Processing devices (GPGPUs). For in-
stance, Langdon and Banzhaf reported results that
achieved multiple orders of magnitude scale up with
hundreds of millions of GP operations performed
per second using relatively cheap and widely
available GPGPU devices [13].

3. SBSE creates new links. SBSE creates links between
otherwise apparently unconnected software

engineering disciplines. For instance, regression
testing and requirements engineering are two
software engineering subareas that are typically
regarded as existing at opposite ends of the
software development process. They have largely
nonintersecting communities of researchers, each
with their own separate conferences and journals.
However, regression and requirements optimiza-
tion problems share common formulations. Viewed
through the SBSE lens, they are essentially selection
and prioritization problems and can be solved with
similar search-based approaches [12].

4. SBSE offers a source of insight. SBSE is not just a
way to construct software artifacts such as test cases
and designs. The process of search can be used to
reveal insight into the structure of the problem to be
optimized. For example, in this special issue, the
papers on modeling and classification by Krogmann
et al. and Yi et al., respectively, seek to give insight
into models of performance and quality.

These attributes have made SBSE increasingly popular

among researchers. Fig. 1 presents evidence for this

increasing popularity. It is constructed from the data

available in the SBSE repository.1 As can be seen from this

figure, the growth rate is dramatic.
Undoubtedly the first area of software engineering to

receive significant attention from SBSE researchers was

software testing and, as Fig. 2 shows, testing remains the

area of software engineering most widely covered by SBSE.

Software test objectives are natural candidates for SBSE.

Software testing applications are easy to formulate as SBSE

problems because the search space is simply the space of

possible inputs to the system under test, while the fitness

function that guides the search is directly translatable from

test objective metrics.
The field of SBST research is now reaching a level of

maturity. Evidence for this comes from the fact that a

systematic review of the literature like that presented by Ali

et al. in this special issue is possible and necessary. Also,

there is now an established workshop on SBST, which is
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1. The SBSE repository is a publicly available resource at http://
www.sebase.org/sbse/publications/. The graph in Fig. 1 was constructed
from the data available on 20 November 2009. The guest editors wish to
thank Dr. Yuanyuan Zhang, the repository maintainer, for constructing
Figs. 1 and 2 presented in this editorial.

Fig. 1. The trend of publications on SBSE.



held annually in colocation with the IEEE International
Conference on Software Testing (ICST).

Nonetheless, it is notable that of the eight papers in this
special issue, five concern topics other than testing. This
does not mean that SBST is a topic in decline—on the
contrary—it continues to grow. However, this observation
reflects a growing trend. SBSE researchers are reaching out
to other software engineering domains with the result that
new software engineering topic areas are starting to fall
within the SBSE catchment area.

Fig. 2 shows the development of SBST as a topic within
SBSE. As can be seen, topics such as requirements, manage-
ment, design, and maintenance are all growing in their
share of the work on SBSE. The fall in the proportion of
work on software testing does not indicate that there is
diminishing interest in this topic. Rather, interest in all SBSE
topics, including testing, is growing, as shown by Fig. 1.
However, it is interesting to see how the application of
search-based optimization techniques is spreading from its
original application site of software testing throughout the
overall spectrum of software engineering activities. Based
on the trends revealed in these figures and the historical
development of the subject, it seems likely that within the
next five years we may see tutorials, workshops, and other
dedicated events and special issues focusing on search-
based requirements optimization, search-based software
design, search-based software project management, and
search-based software maintenance and reengineering.
Already, there are nascent communities developing in all
of these areas and many others.

The field of SBSE continues to develop and grow, with
many exciting new application areas within software
engineering continuing to emerge. As well as this special
issue of the IEEE Transactions on Software Engineering, there
have also been special issues in the journals Information and
Software Technology (IST), Software Maintenance and Evolution
(JSME), Computers and Operations Research (COR), Empirical
Software Engineering (EMSE), and Software Practice and
Experience (SPE). This reflects the wide range of application
areas within software engineering as well as uptake of
software engineering problems within the operations
research and metaheuristic search communities. There is
now an established Symposium on Search Based Software

Engineering (SSBSE) and a dedicated track of the Genetic
and Evolutionary Computation COference (GECCO) on
search based software engineering.

The papers in this special issue make a strong contribu-
tion to this growing body of literature. The call for papers
attracted the submission of 31 papers, from which the eight
papers in this special issue were selected for publication.
The submissions went through TSE’s normal comprehen-
sive and thorough refereeing process. Additionally, for each
paper, at least one referee was chosen to have expertise in
SBSE, while at least one was chosen from outside the SBSE
community. This referee process sought to ensure that the
papers ultimately selected for the special issue attain a level
of interest to the general software engineer as well as to
those actively involved in the SBSE community.

The special issue guest editors would like to thank the
authors for their contributions to this special issue and the
reviwers for their time and expertise. The guest editors
sincerely hope and believe that the papers within this
special issue of the IEEE Transactions on Software Engineering
will give a sense of the vibrancy and diversity of the
growing and promising area of research and practice that is
Search Based Software Engineering.

2 SUMMARY OF THE PAPERS IN THIS SPECIAL ISSUE

The eight papers in this special issue cover topics in Search
Based Software Testing (SBST) and SBSE for design,
modeling, and prediction.

2.1 SBSE for Software Testing

As mentioned in the introduction to this editorial, Search
Based Software Testing (SBST) was the first area of software
engineering to which search based optimization techniques
were applied and it remains that most widely studied area.
The survy by Ali et al. in this special issue answers
questions about the empirical results available in the
literature, using the mechanism of a systematic review to
collect, select, and extract from the literature statements of
what can be claimed for SBST. The authors also present
recommendations for the construction of future empirical
studies in SBST that will be an invaluable guide for future
research. Many of these recommnedations also apply more
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Fig. 2. The increasingly diversified trend of software engineering topics covered by SBSE since 2001.



widely to the field of SBSE as a whole, not merely to the
subarea of SBST.

SBSE has been applied to many other software testing
applications, including structural testing, model-based
testing, mutation testing, temporal testing, exception test-
ing, regression testing, integration testing, configuration,
and interaction testing [12]. However, hitherto, there has
been little work in search-based approaches to statistical
testing. The paper by Poulding and Clark addresses this
problem. the authors use the hill climbing approach to
derive optimal and near optimal probability distributions
for statistical testing, with evidence to show that this
produces better fault finding abilities by specializing the
distribution (compared to uniform random distributions).
Also, Poulding and Clark present empirical results that
support the claim that the distributions of test cases they
derive using SBSE outperform the fault finding abilities of
traditional structural testing techniques.

The paper by Garousi also concerns SBST. It addresses
the problem of stress testing. Previous work by Garousi and
others has resulted in SBSE approaches to the generation of
test cases that stress the system under test. The approach
can be useful for identification of particularly challenging
operating environments and scenarios. In the paper in the
issue, Garousi empirically studies the problem of search-
based stress testing scalability and robustness, using a tool
that he has also made publicly available.

2.2 SBSE for Software Design

Software design is one of the recent areas of growing SBSE
research interest. Software design presents the engineer with
a naturally complex design space in which many competing
and conflicting objectives must be optimized and balances
between different concerns must be found. As such, the
software design space is a natural candidate for SBSE
research. Indeed, design level SBSE has been the subject of a
recent survey reflecting its growing importance [17].

In this special issue, the reader will find two contribu-
tions to the problem of software design using SBSE. Simons
and Parmee address the problem from a user centered
perspective. Until recently, SBSE research focused on fully
automated approaches to fitness computation in which the
human input to the overall design of good fitness functions
is crucial to the success of SBSE. However, there has been
little previous work on the direct involvement of the human
software engineer in the search itself [12].

The paper by Simons and Parmee involves the human
directly as a part of the evolutionary computation, using a
technique known in the evolutionary computation commu-
nity as “interactive evolution.” This is a natural approach to
design since many design judgments ultimately rely upon
human intuition. As a result of similar intuition-guided
design properties in other engineering disciplines, inter-
active evolution can also be applied to SBSE. Simons and
Parmee combine software and human agents interactively
to guide the search process.

The paper by Bowman, Briand, and Labiche also focuses
on software design and uses SBSE tehcniques to guide the
decision maker in their design process. Unlike the Simons
and Parmee approach, the paper does not directly use
interactive evolution, but involves the designer in the
overall process of allocating class responsibility. The paper

also uses multi-objective optimization, an increasing trend
in SBSE research [12]. Using multi-objective optimization,
and SBSE approach can seek to find a balance between
several competing objectives. These different objectives may
be in competition with one another. also, it may be
impossible to determine, a priori, the relative importance
of each objective. In this situation, researchers have found
Pareto optimal approaches to be very attractive. Bowman et
al. use a Pareto optimal approach to seek class responsi-
bility assignments that balance the outcomes of four
different cohesion and coupling metrics.

The paper by White, Dougherty, and Schmidt is also
concerned with design, but not merely software design. The
paper presents an approach, ASCENT, that uses SBSE to
develop designs for hardware and software in tandem. This
approach illustrates the wide applicability of SBSE research,
indicating that it has contributions to make in software
systems engineering as well as purely within software
engineering.

2.3 SBSE for Software Modeling and Prediction

Modeling and prediction are also topics for which SBSE is
well adapted because it can cater to multiple, potentially
conflicting goals and constraints and can be used to
interpolate a best fit to a set of data, using fit as a fitness
function. The paper by Khoshgoftaar, Liu, and Seliya
concerns the construction of software quality models using
SBSE. They adddress search-based software quality model-
ing with multiple software data repositories. The authors
show that optimizing software quality models can improve
predictive capability, employing genetic programming to
build optimized models from multiple data sets.

The paper by Krogmann, Kuperberg, and Reussner is
also concerned with SBSE as a means of building predictive
models. The paper shows how SBSE can be used to help
predict the performance characteristics of component-based
system assemblies. The approach uses SBSE to build models
using genetic programming, from which a behavioral
model is formed. A combination of dynamic and static
analysis is used to generate the required input for genetic
programming.

Mark Harman
Afshin Mansouri
Guest Editors
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