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A B S T R A C T

Nature inspired methods are approaches that are used in various fields and for the solution for a number

of problems. This study uses a nature inspired method, namely Honey Bees Mating Optimization, that is

based on the mating behaviour of honey bees for a financial classification problem. Financial decisions

are often based on classification models which are used to assign a set of observations into predefined

groups. One important step towards the development of accurate financial classification models involves

the selection of the appropriate independent variables (features) which are relevant for the problem at

hand. The proposed method uses for the feature selection step, the Honey Bees Mating Optimization

algorithm while for the classification step, Nearest Neighbor based classifiers are used. The performance

of the method is tested in a financial classification task involving credit risk assessment. The results of the

proposed method are compared with the results of a particle swarm optimization algorithm, an ant

colony optimization, a genetic algorithm and a tabu search algorithm.
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1. Introduction

Several biological and natural processes have been influencing
the methodologies in science and technology in an increasing
manner in the past years. Feedback control processes, artificial
neurons, the DNA molecule description and similar genomics
matters, studies of the behaviour of natural immunological
systems, and more, represent some of the very successful domains
of this kind in a variety of real world applications. During the last
decade, nature inspired intelligence becomes increasingly popular
through the development and utilization of intelligent paradigms
in advanced information systems design. Cross-disciplinary team-
based thinking attempts to cross-fertilize engineering and life
science understanding into advanced inter-operable systems. The
methods contribute to technological advances driven by concepts
from nature/biology including advances in structural genomics
(intelligent drug design through imprecise data bases), mapping of
genes to proteins and proteins to genes (one-to-many and many-
to-one characteristics of naturally occurring organisms), modelling
of complete cell structures (showing modularity and hierarchy),
functional genomics (handling of hybrid sources and heteroge-
neous and inconsistent origins of disparate databases), self-
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organization of natural systems, etc. Among the most popular
nature inspired approaches, when the task is optimization within
complex domains of data or information, are those methods
representing successful animal and micro-organism team beha-
viour, such as swarm or flocking intelligence (birds flocks or fish
schools inspired particle swarm optimization [1]), artificial
immune systems (that mimic the biological one [2,3]), or ant
colonies (ants foraging behaviours gave rise to ant colony
optimization [4,5]), etc.

In the recent few years a number of swarm intelligence
algorithms, based on the behaviour of the bees have been
presented [6]. These algorithms are divided, mainly, in two
categories according to their behaviour in the nature, the foraging
behaviour and the mating behaviour. The most important
approaches that simulate the foraging behaviour of the bees
are the Artificial Bee Colony (ABC) algorithm proposed by
Karaboga and Basturk [7,8], the Virtual Bee algorithm proposed
by Yang [9], the Bee Colony Optimization algorithm proposed by
Teodorovic and Dell’Orco [10], the BeeHive algorithm proposed by
Wedde et al. [11], the Bee Swarm Optimization algorithm
proposed by Drias et al. [12] and the Bees algorithm proposed
by Pham et al. [13]. The Artificial Bee Colony algorithm [7,8] is,
mainly, applied in continuous optimization problems and
simulates the waggled dance behaviour that a swarm of bees
perform during the foraging process of the bees. In this algorithm
there are three groups of bees, the employed bees (bees
that determines the food source (possible solutions) from a
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prespecified set of food sources and share this information
(waggle dance) with the other bees in the hive), the onlookers bees
(bees that based on the information that they take from the
employed bees they search for a better food source in the
neighborhood of the memorized food sources) and the scout bees
(employed bees that their food source has been abandoned and
they search for a new food source randomly). The Virtual Bee
algorithm [9] is, also, applied in continuous optimization
problems. In this algorithm, the population of the bees are
associated with a memory, a food source, and then all the
memories communicate between them with a waggle dance
procedure. The whole procedure is similar with a genetic
algorithm and it has been applied on two function optimization
problems with two parameters. In the BeeHive [11] algorithm, a
protocol inspired from dance language and foraging behaviour of
honey bees is used. In the Bees Swarm Optimization [12], initially
a bee finds an initial solution (food source) and from this solution
the other solutions are produced with certain strategies. Then,
every bee is assigned in a solution and when they accomplished
their search, the bees communicate between them with a waggle
dance strategy and the best solution will become the new
reference solution. To avoid cycling the authors use a tabu list. In
the Bees algorithm [13], a population of initial solutions (food
sources) are randomly generated. Then, the bees are assigned to
the solutions based on their fitness function. The bees return to the
hive and based on their food sources, a number of bees are
assigned to the same food source in order to find a better
neighborhood solution. In the Bee Colony Optimization [10]
algorithm, a step by step solution is produced by each forager bee
and when the foragers returns to the hive a waggle dance is
performed by each forager. Then the other bees, based on a
probability, follow the foragers. This algorithm looks like the Ant
Colony Optimization [5] algorithm but it does not use at all the
concept of pheromone trails.

Contrary to the fact that there are many algorithms that are
based on the foraging behaviour of the bees, the main algorithm
proposed based on the marriage behaviour is the Honey Bees
Mating Optimization algorithm (HBMO), that was presented
[14,15]. Since then, it has been used on a number of different
applications [16–18]. The Honey Bees Mating Optimization
algorithm simulates the mating process of the queen of the hive.
The mating process of the queen begins when the queen flights
away from the nest performing the mating flight during which
the drones follow the queen and mate with her in the air. The
algorithm is a swarm intelligence algorithm since it uses a
swarm of bees where there are three kinds of bees, the queen,
the drones and the workers. There is a number of procedures
that can be applied inside the swarm. In the Honey Bees Mating
Optimization algorithm, the procedure of mating of the queen
with the drones is described. From this point of view someone
would classify the HBMO algorithm as a memetic algorithm,
since we have an elitist genetic algorithm where the queen plays
the role of ‘‘super-parent’’. But of course this method is not a
simple memetic algorithm because in this algorithm we have a
number of details that differentiate the HBMO algorithm from a
simple memetic algorithm. First, the queen is flying randomly in
the air and, based on her speed and her energy, if she meets a
drone then there is a possibility to mate with him. Even if the
queen mates with the drone, she does not create directly a brood
but stores the genotype (with the term ‘‘genotype’’ we mean
some of the basic characteristics of the drones, i.e. part of the
solution) of the drone in her spermatheca and the brood is
created only when the mating flight has been completed.
Another difference of the proposed algorithm from a memetic
algorithm is that the broods are not created by using one queen
and one drone but each brood uses parts of the solutions
(genotype) of the one queen and more than one drones. In our
proposed algorithm except of this classic procedure that has
been used from the researchers in the previous published
algorithms based on Honey Bees Mating Optimization [14–18],
we use also an adaptive memory procedure in order the queen
to have the possibility to store from previous selected good
drones (in previous mating flights) part of their solutions in
order to use them in a new mating flight and to produce more
fittest drones. Another difference from a classic memetic
algorithm is the role of the workers. Someone could say that
since the role of the workers is simply the brood care and they
are only a local search phase in the algorithm, then we have one
of the basic characteristics of the memetic algorithms (a genetic
algorithm with a local search phase [19]). But here we have a
strict parallelism of the local search phase with what happens in
real life, i.e. with the foraging behaviour of the honey bees. We
mean that each one of the workers, which are different honey
bees, takes care one brood in order to find for him food and feed
him with the ‘‘royal jelly’’ in order to make him fittest and if this
brood is better than the queen to take her place. And thus, this
algorithm combines both the mating process of the queen and
one part of the foraging behaviour of the honey bees inside the
hive.

This paper presents a novel approach to solve the Feature
Subset Selection Problem using Honey Bees Mating Optimization
Algorithm. In the classification phase of the proposed algorithm,
a number of variants of the Nearest Neighbor classification
method are used [20]. The algorithm is used for the credit risk
assessment classification task that is a very challenging and
important management science problem in the domain of
financial analysis [21]. Modern finance is a broad field often
involved with hard decision-making problems related to risk
management. In several cases, financial decision-making pro-
blems require the assignment of the available options into
predefined groups/classes. Credit risk analysis, bankruptcy
prediction, and country risk assessment, among other are some
typical examples [22]. In this context the development of reliable
classification models is clearly of major importance to research-
ers and practitioners. The development of financial classification
models is a complicated process, involving careful data collection
and pre-processing, model development, validation and imple-
mentation. Focusing on model development, several methods
have been used, including statistical methods, artificial intelli-
gence techniques and operations research methodologies. In all
cases, the quality of the data is a fundamental point. This is
mainly related to the adequacy of the sample data in terms of the
number of observation and the relevance of the decision
attributes (i.e., independent variables) used in the analysis.
During the last years the application of nature inspired methods
to financial problems have been developed [23–28]. More
precisely, in [24] a procedure that utilizes a genetic algorithm
in order to solve the Feature Subset Selection Problem is
presented and is combined with a number of Nearest Neighbor
based classifiers. The genetic based classification algorithm is
applied for the solution of the credit risk assessment classifica-
tion problem. In [25], a memetic algorithm, which is based on the
concepts of genetic algorithms and particle swarm optimization
is presented. Contrary to genetic algorithms, in this algorithm the
evolution of each individual of the population is performed using
a particle swarm optimization algorithm. The memetic-based
classification algorithm is combined with a number of nearest
neighbor based classifiers and is tested in a very significant
financial classification task, involving the identification of
qualified audit reports. In [26] a tahu search metaheuristic
combined with a number of Nearest Neighbor classifiers is
applied for the solution of the credit risk assessment problem
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while in [27] an ant colony optimization algorithm combined
with a number of Nearest Neighbor classifiers for the solution of
the same financial classification problem is presented. All the
methods presented in [24–27] gave very satisfactory results and
compared to other classic metaheuristic algorithms their results
were in all cases better than the results of the classic
metaheuristic algorithms.

The rest of the paper is organized as follows: the next section
provides a short description of the feature selection problem. In
Section 3, a detailed analysis of the proposed algorithm is
presented. Section 4 describes the applications context using the
aforementioned financial data sets and the experimental settings,
whereas Section 5 presents the obtained computational results.
The last section concludes the paper and discusses some future
research directions.

2. Feature selection problem

Recently, there has been an increasing need for novel data-
mining methodologies that can analyze and interpret large
volumes of data. The proper selection of the right set of features
for classification is one of the most important problems in
designing a good classifier. Feature selection is widely used as the
first stage of classification task to reduce the dimension of problem,
decrease noise, improve speed by the elimination of irrelevant or
redundant features. The basic feature selection problem is an
optimization problem, with a performance measure for each
subset of features to measure its ability to classify the samples. The
problem is to search through the space of feature subsets to
identify the optimal or near-optimal subset, with respect to the
performance measure.

In the literature many successful feature selection algorithms
have been proposed. These algorithms can be classified
into two categories based on whether features are done
independently of the learning algorithm used to construct
the classifier. If feature selection depends on learning
algorithm, the approach is referred to as a w rapper model.
Otherwise, it is said to be a filter model. Filters, such as mutual
information (MI), are based on the statistical tools. Wrappers
assess subsets of features according to their usefulness to a
given classifier.

Unfortunately, finding the optimum feature subset has been
proved to be NP-hard [29]. Many algorithms are, thus, proposed to
find suboptimum solutions in comparably smaller amount of time
[30]. The Branch and Bound approaches (BB) [31], the Sequential
Forward/Backward Search (SFS/SBE) [32–34] and the filter
approaches [33,35] search for suboptimum solutions. One of the
most important filter approaches is the Kira and Rendell’s Relief
algorithm [36]. Stochastic algorithms, including Simulated Anneal-
ing (SA) [37], Scatter Search algorithms [38], Ant Colony
Optimization [39–43] and Genetic algorithms (GA) [33,44] are
of great interest because they often yield high accuracy and are
much faster.

3. The Honey Bees Mating Optimization algorithm

In this paper, as it has already been mentioned, an algorithm
for the solution to the feature selection problem based on
the Honey Bees Mating Optimization is presented. This
algorithm is combined with three Nearest Neighbor-based
classifiers, the 1-Nearest Neighbor, the k-Nearest Neighbor
and the Weighted k (wk)-Nearest Neighbor classifier. A
pseudocode of the proposed Honey Bees Mating Optimization
based classification algorithm is presented in the following and
then an analytical description of the steps of the algorithm is
given.
3.1. Nearest Neighbor classifiers

Initially, the classic 1-Nearest Neighbor (1-nn) method is used.
The 1-nn works as follows: in each iteration of the feature selection
algorithm, a number of features are activated. For each sample of
the test set, the Euclidean Distance from each sample in the
training set is calculated. The Euclidean Distance is calculated as
follows:

Di j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

l¼1

jxil � x jlj2
vuut (1)

where Di j is the distance between the test sample i ¼ 1; . . . ;Mtest

(Mtest is the number of test samples) and the training sample
j ¼ 1; . . . ;Mtrain (Mtrain is the number of training samples), and
l ¼ 1; . . . ; d is the number of activated features in each iteration.

With this procedure the nearest sample from the training set is
calculated. Thus, each test sample is classified in the same class to
which its nearest sample from the training set belongs.

The previous approach may be extended to the k-Nearest
Neighbor (k-nn) method, where we examine the k-nearest samples
from the training set and, then, classify the test sample by using a
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voting scheme. The most common way is to choose the most
representative class in the training set.

Thus, the k-nn method makes a decision based on the majority
class membership among the k-Nearest Neighbors of an unknown
sample. In other words, every member among the k-Nearest
Neighbors has an equal percentage in the vote.

However, it is natural to attach more weight to those members
that are closer to the test samples. This method is called the
Weighted k Nearest Neighbor (wk-nn). In this method, the most
distant neighbor from the test sample is denoted by i ¼ 1 while the
Nearest Neighbor is denoted by i ¼ k. The ith neighbor receives the
weight

wi ¼
i

Xk

i¼1

i

(2)

Thus, the following holds:

wk�wk�1� � � � �w1 >0 (3)
wk þwk�1 þ � � � þw1 ¼ 1: (4)

3.2. Fitness function

The fitness function measures the quality of the produced
members of the population. In this problem, the quality is
measured with the overall classification accuracy (see below for
a complete description). Thus, for each bee the classifiers (1-
Nearest Neighbor, k-Nearest Neighbor or wk-Nearest Neighbor)
are called and the produced overall classification accuracy (OCA)
gives the fitness function. In the fitness function we would like to
maximize the OCA. The accuracy of a C class problem can be
described using a C � C confusion matrix. The element ci j in row i

and column j describes the number of samples of true class j

classified as class i, i.e., all correctly classified samples are placed in
the diagonal and the remaining misclassified cases in the upper
and lower triangular parts. Thus, the overall classification accuracy
(OCA) can be easily obtained as:

OCA ¼ 100�

XC

i¼1

cii

XC

i¼1

XC

j¼1

ci j

: (5)

3.3. HBMO algorithm

Initially, we have to choose the population of the honey bees
that will configure the initial hive. Each bee is randomly placed in
the d-dimensional space as a candidate solution (in the feature
selection problem d corresponds to the number of activated
features). One of the key issues in designing a successful algorithm
for feature selection problem is to find a suitable mapping between
feature selection problem solutions and bees in Honey Bees Mating
Optimization algorithm. Every candidate feature in HBMO is
mapped into a binary bee where the bit 1 denotes that the
corresponding feature is selected and the bit 0 denotes that the
feature is not selected. Afterwards the fitness of each individual is
calculated as described previously and the best member of the
initial population of bees is selected as the queen of the hive while
all the other members of the population are the drones.

Before the process of mating begins, the user has to define a
number that corresponds to the queen’s size of spermatheca. This
number corresponds to the maximum number of mating of the
queen in a single mating flight. Each time the queen successfully
mates with a drone the genotype of the drone is stored and a
variable is increased by one until the size of spermatheca is
reached. Another two parameters have to be defined, the number
of queens and the number of broods that will be born by all queens.
In this implementation of Honey Bees Mating Optimization
(HBMO) algorithm, the number of queens is set equal to one,
because in the real life only one queen will survive in a hive, and
the number of broods is set equal to the number corresponding to
the queen’s spermatheca size. Then, we are ready to begin the
mating flight of the queen. At the start of the flight, the queen is
initialized with some energy content (initially, the speed and the
energy of the queen are generated at random) and returns to her
nest when the energy is within some threshold from zero to full
spermatheca [16]. A drone mates with a queen probabilistically
using the following annealing function [14,15]:

ProbðDÞ ¼ e½ð�Dð f ÞÞ=ðSpeedðtÞÞ� (6)

where ProbðDÞ is the probability of adding the sperm of drone D to
the spermatheca of the queen (that is, the probability of a
successful mating), Dð f Þ is the absolute difference between the
fitness of D and the fitness of the queen and SpeedðtÞ is the speed of
the queen at time t. The probability of mating is high when the
queen is still at the beginning of her mating flight, therefore her
speed is high, or when the fitness of the drone is as good as the
queen’s. After each transition in space, the queen’s speed and
energy decays according to the following equations:

Speedðt þ 1Þ ¼ a� SpeedðtÞ (7)

energyðt þ 1Þ ¼ a� energyðtÞ (8)

where a is a factor 2 ð0;1Þ and is the amount of speed and energy
reduction after each transition and each step. A number of mating
flights are realized. If the mating is successful (i.e., the drone passes
the probabilistic decision rule), the drone’s sperm is stored in the
queen’s spermatheca. By crossovering the drone’s genotypes with
the queen’s, a new brood (trial solution) is formed which later can
be improved, employing workers to conduct local search. One of
the major differences of the Honey Bees Mating Optimization
algorithm from the classic evolutionary algorithms is that since the
queen stores a number of different drone’s sperm in her
spermatheca she can use parts of the genotype of different drones
to create a new solution which gives the possibility to have more
fittest broods. In the crossover phase, we use a crossover procedure
which initially identifies the common characteristics of the queen
and the drone and, then, inherits them to the broods. This crossover
operator is a kind of adaptive memory procedure. Initially, the
adaptive memory has been proposed by Rochat and Taillard [45] as
a part of a tabu search metaheuristic for the solution of the Vehicle
Routing Problem. This procedure stores characteristics of good
solutions. Each time a new good solution is found the adaptive
memory is updated. In our case, in the first generation the adaptive
memory is empty. In order to add a solution or a part of a solution
in the adaptive memory there are a number of possibilities:
(1) T
he candidate for the adaptive memory solution is a previous
best solution (queen) and its fitness function is at most 10%
worst than the value of the current best solution.
(2) T
he candidate for the adaptive memory solution is a member of
the population (drone) and its fitness function is at most 10%
worst than the value of the current best solution.
(3) A
 sequence of activated features is common for the queen and
for a number of drones.

More analytically, in this crossover operator, the points are
selected randomly from the adaptive memory, from the selected
drones and from the queen. Thus, initially two crossover operator



Table 1
List of financial ratios.

Feature number Financial ratios

1 Current ratio

2 Quick ratio

3 Shareholders liquidity ratio

4 Solvency ratio

5 Asset cover

6 Annual change in fixed assets

7 Annual change in current assets

8 Annual change in stock

9 Annual change in debtors

10 Annual change in total assets

11 Annual change in current liabilities

12 Annual change creditors

13 Annual change in loans/overdraft

14 Annual change in long-term liabilities

15 Net profit margin

16 Return on total assets

17 Interest cover

18 Stock turnover

19 Debtors turnover

20 Debtors collection (days)

21 Creditors payment (days)

22 Fixed assets turnover

23 Salaries/turnover

24 Gross profit margin

25 Earning Before Interest and Taxes (EBIT) margin

26 Earning Before Interest and Taxes, Depreciation

and Amortization (EBITDA) margin
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numbers are selected (Cr1 and Cr2) that control the fraction of the
parameters that are selected for the adaptive memory, the selected
drones and the queen. If there are common parts in the solutions
(queen, drones and adaptive memory) then these common parts
are inherited to the brood, else the Cr1 and Cr2 values are compared
with the output of a random number generator, randið0;1Þ. If the
random number is less or equal to the Cr1 the corresponding value
is inherited from the queen, if the random number is between the
Cr1 and the Cr2 then the corresponding value is inherited,
randomly, from the one of the elite solutions that are in the
adaptive memory, otherwise it is selected, randomly, from the
solutions of the drones that are stored in spermatheca. Thus, if the
solution of the brood is denoted by biðtÞ (t is the iteration number),
the solution of the queen is denoted by qiðtÞ, the solution in the
adaptive memory is denoted by adiðtÞ and the solution of the drone
by diðtÞ:

biðtÞ ¼
qiðtÞ; if randið0;1Þ � Cr1

adiðtÞ; if Cr1 < randið0;1Þ � Cr2

diðtÞ; otherwise:

8<
: (9)

In each iteration the adaptive memory is updated based on the best
solution. In real life, the role of the workers is restricted to brood
care and for this reason the workers are not separate members of
the population but they are used as local search procedures in
order to improve the broods produced by the mating flight of the
queen. Each of the workers have different capabilities and the
choice of two different workers may produce different solutions.
Each of the worker have the possibility to activate or deactivate a
number of different features. Each of the brood will choose,
randomly, one worker to feed it with royal jelly (local search phase)
having as a result the possibility of replacing the queen if the
solution of the brood is better than the solution of the current
queen. If the brood fails to replace the queen, then in the next
mating flight of the queen this brood will be one of the drones. The
number of drones remains constant in each iteration and the
population of drones consists of the fittest drones of all
generations.

4. Application

The nature inspired algorithm is applied to a financial
classification problem which is related to credit risk assessment.
The data, taken from Doumpos and Pasiouras [46] involve 1330
firm-year observations for UK non-financial firms, over the period
1999–2001. The sample observations are classified into five risk
groups according to their level of likelihood of default, measured
on the basis of their QuiScore, a credit rating assigned by Qui Credit
Assessment Ltd. In particular, on the basis of their QuiScore, the
firms are classified into five risk groups as follows:
� S
ecure group, consisting of firms for which failure is very unusual
and normally occurs only as a result of exceptional market
changes.

� S
table group, consisting of firms for which failure is rare and will

only come about if there are major company or market changes.

� N
ormal group, consisting of firms that do not fail, as well as some

that fail.

� U
nstable (caution) group, consisting of firms that have a

significant risk of failure.

� H
igh-risk group, consisting of firms which are unlikely to be able

to continue their operation unless significant remedial action is
undertaken.

Such multi-group credit risk rating systems are widely used in
practice, mainly by banking institutions. According to Treacy and
Carey [47] the internal reporting process in banking institutions is
facilitated by credit risk management systems that are based on a
multi-group scheme for rating risk. Internal reports prepared in
this context are more informative to senior management and they
provide a better representation of the actual risk exposure for the
banking institution.

The evaluation criteria used in the analysis involve ratios based
on the financial statements of the firms. It should be noted that
credit scoring has non-financial aspects as well but obtaining
objective, comprehensive, and reliable non-financial information
is a cumbersome process, as such data are rarely available [46].
Therefore, within the scope of this current study the analysis was
based only on financial information. A total of 26 financial ratios
(Table 1) and annual changes (features) were initially considered
based on data availability and previous studies on credit
assessment and bankruptcy prediction.

5. Computational results

The algorithms were implemented in Fortran 90 (Lahey f95
compiler) on a Centrino Mobile Intel Pentium M750/1.86 GHz,
running Suse Linux 9.1. To test the efficiency of the proposed
method, the 10-fold cross-validation procedure is utilized.
Initially, the data set is divided into 10 disjoint groups
containing approximately M=10 samples each, where M is the
number of the samples in the data set. Next, each of these groups
is systematically removed from the data set, a model is built
from the remaining parts (the training set) and, then, the
accuracy of the model is calculated using the excluding parts
(the test set).

As has already been mentioned, three approaches that use
different classifiers, the 1-nn, k-nn and the wk-nn, are used. In
HBMO based classifier the value of k is changed dynamically
depending on the number of iterations. Each generation uses
different k. The reason why k does not have a constant value is that
we would like to ensure the diversity of the bees in each iteration of
HBMO, respectively. The determination of k is done by using a
random number generator with a uniform distribution ð0;1Þ in
each iteration. Then, the produced number is converted to an



Table 2
Classification results.

Methods Overall classification

accuracy (%)

Average no.

of features

HBMO 1-nn 75.21 10.2
HBMO k-nn 74.18 10.3

HBMO wk-nn 73.52 10.6

ACO 1-nn 72.18 11.2

ACO k-nn 72.85 12
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integer k (e.g., if the produced number is in the interval 0.2–0.3,
then k ¼ 3).

The parameters of the proposed algorithm were selected after
thorough testing. A number of different alternative values were
tested and the ones selected are those that gave the best
computational results concerning both the quality of the solution
and the computational time needed to achieve this solution. Thus,
the selected parameters are given in the following:
ACO wk-nn 71.72 11.8

PSO 1-nn 72.10 11.3
(1) N
umber of queens equal to 1.

PSO k-nn 73.30 10.4
(2) N
umber of drones equal to 200.

PSO wk-nn 71.05 11.7
(3) N
umber of mating flights (M) equal to 50.

Gen 1-nn 68.12 12.4

Gen k-nn 69.84 13
(4) S
ize of queen’s spermatheca equal to 50.
Gen wk-nn 69.02 11.2
(5) N
umber of broods equal to 50.

Tabu 1-nn 67.74 12.2
(6) a
 ¼ 0:9.

Tabu 5-nn 66.09 12
(7) N

Tabu w5-nn 67.36 12.4

1-nn 55.78 26

Table 3
Selection frequencies of the features in the optimal feature sets.

Features Frequency Relative

frequency

Features Frequency Relative

frequency

1 17 (56.66) 14 8 (26.67)

2 19 (63.33) 15 18 (60)

3 14 (46.66) 16 13 (43.33)

4 27 (90) 17 10 (33.33)

5 15 (50) 18 14 (46.67)

6 11 (36.67) 19 10 (33.33)

7 11 (36.67) 20 5 (16.67)
umber of different workers (w ¼ 7).

For comparison purposes, four other metaheuristic algorithms
were used, a tabu based metaheuristic, a genetic based metaheur-
istic, an ant colony optimization and a particle swarm optimization
based algorithm. For more details of how these methods are
applied for the solution of this problem please see [24–27]. These
methods use in the classification phase the 1-nn, the k-nn and the
wk-nn classifiers. In the genetic, aco and pso based metaheuristics
with the k-nn and wk-nn classifier the value of k is changed
dynamically depending on the number of iteration. Each genera-
tion uses different k. The maximum number of iterations for the
tabu based metaheuristic is equal to 1000 and the size of the tabu
list is equal to 10. The parameter settings for the genetic based
metaheuristic are:
8 14 (46.67) 21 8 (26.67)

9 5 (16.67) 22 13 (43.33)

10 11 (36.67) 23 7 (23.33)
(1) P
opulation size equal to 200.
11 6 (20) 24 8 (26.67)
(2) N
umber of generations equal to 50.

12 2 (6.67) 25 18 (60)
(3) P
robability of crossover equal to 0.8.

13 8 (26.67) 26 19 (63.33)
(4) P
robability of mutation equal to 0.25.

The parameter settings for the ant colony based metaheuristic
are:
(1) T
he number of ants used is set equal to the number of features
(26 for the credit risk assessment).
(2) T
he number of iterations that each ant constructs a different
solution, based on the pheromone trails, is set equal to 50.
(3) q
 ¼ 0:5.

The parameter settings for the PSO based metaheuristic are:
(1) T
he number of swarms is set equal to 1.

(2) T
he number of particles is set equal to 50.

(3) T
he number of generations is set equal to 50.

(4) T
he coefficients are c1 ¼ 2; c2 ¼ 2.

(5) w
max ¼ 0:9 and wmin ¼ 0:01.

The selection of a set of appropriate input feature variables is
an important issue in building a good classifier. The purpose of
feature variable selection is to find the smallest set of features that
can result in satisfactory predictive performance. Because of the
curse of dimensionality, it is often necessary and beneficial to
limit the number of input features in a classifier in order to have a
good predictive and less computationally intensive model. In the
credit risk assessment problem analyzed in this paper, there are
226 � 1 possible feature combinations. The objective of the
computational experiments is to show the performance of the
proposed algorithm in searching for a reduced set of features with
high accuracy.
Table 2 presents the classification results for the optimal
solution of the proposed algorithm, the HBMO based metaheur-
istic, for the financial classification problem. The results of the
algorithms used for the comparisons are also shown. In the credit
risk assessment problem, which involves 5 classes, the nature
inspired metaheuristic provides considerably better results
compared to the other methods in terms of OCA. HBMO 1-nn
provides the best results on the evaluation criterion followed by
HBMO k-nn. In terms of the number of features used in the final
model, HBMO 1-nn also provides the best results with an average
(over the 10 folds of the cross-validation analysis) of 10.2 features.
The significance of the proposed algorithm is demonstrated by the
fact that when the classification problem is solved using 1-nn
classifier and without solving the feature selection problem the
overall classification accuracy is only 55.78%. The selection
frequencies of the features (Table 3) indicate that the solvency
ratio, EBITDA margin, EBIT margin, net profit margin and the quick
ratio are the most important variables. It should be noted that the
combination of all the features of the proposed Honey Bees Mating
Optimization algorithm gave the ability in the proposed algorithm
to perform better than the other algorithms used in the
comparisons.

6. Conclusions and future research

An important issue in building a good classifier is the selection of
a set of appropriate input feature variables. The Honey Bees Mating
Optimization algorithm has been proposed in this study for solving
this Feature Subset Selection Problem. Three different classifiers
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were used for the classification problem, based on the nearest
neighbor classification rule. The performance of the proposed
algorithm was tested using financial data involving credit risk
assessment. The obtained results indicate the high performance of
the proposed algorithm in searching for a reduced set of features
with high accuracy. HBMO 1-nn was found to provide the best
results in terms of accuracy rates using less then the half of the
available features. Future research will focus on the use of different
machine learning classifiers (SVM, neural networks, etc.).
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