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Abstract

Product portfolio planning has been recognized as a critical decision facing all companies across industries. It
aims at the selection of a near-optimal mix of products and attribute levels to offer in the target market. It constitutes
a combinatorial optimization problem that is deemed to be NP-hard in nature. Conventional enumeration-based
optimization techniques become inhibitive given that the number of possible combinations may be enormous.
Genetic algorithms have been proven to excel in solving combinatorial optimization problems. This paper develops a
heuristic genetic algorithm for solving the product portfolio planning problem more effectively. A generic encoding
scheme is introduced to synchronize product portfolio generation and selection coherently. The fitness function
is established based on a shared surplus measure leveraging both the customer and engineering concerns. An
unbalanced index is proposed to model the elitism of product portfolio solutions.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

To compete in the marketplace, manufacturers have been seeking for expansion of their product lines
and differentiation of their product offerings with the intuitively appealing belief that large product variety
may stimulate sales and thus conduce to revenue [1]. Initially variety does improve sales as the offerings
become more attractive; but as the variety keeps increasing, the law of diminishing returns suggests that
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the benefits do not keep pace [2]. The consequence of variety explosion manifests itself through several
ramifications, including increasing costs due to an exponential growth of complexity, inhibiting benefits
from economy of scale, exacerbating inventory imbalances and warehouse suffocation, and jeopardizing
the efficiency of manufacturing processes and distribution systems, to name but a few [3]. Facing such a
variety dilemma, the company must optimize its external variety with respect to the internal complexity
resulting from product differentiation [4].

On the other hand, the practice of making wide variety of products available and letting customers
vote on the shelf seems not only to be wasteful or unaffordable, but also tends to constrain customers’
ultimate satisfaction, leading to so-called mass confusion [5]. Pine et al. [6] have reported the common
problem of companies giving customers more choices than they actually want or need. For example,
Toyota found that 20% of its product variety accounted for 80% of its sales and Nissan reportedly offered
87 different types of steering wheels. Therefore, rather than creating various products in accordance with
all anticipating customer needs, it becomes an important campaign for the manufacturer to offer the
“right” product variety to the target market.

Such decisions on near-optimal amount of product offerings adhere to the general wisdom as suggested
in the Boston Consulting Group’s notion of product portfolio strategy [7]. While representing the spectrum
of a company’s product offerings, the product portfolio must be carefully set up, planned and managed so
as to match those customer needs in the target market [8]. The product portfolio strategy has far-reaching
impact on the company’s business success to achieve financial goals in maximizing return and R&D
productivity, to maintain the competitive edge of the business by increasing sales and market share, to
allocate scare resources properly and efficiently, to forge the link between project selection and business
strategies, to better communicate priorities within the organization both vertically and horizontally, and
so on [9].

Product portfolio planning (PPP) has been classified as a combinatorial optimization problem, in
that each company strives for the optimality of its product offerings through various combinations of
products and attribute levels [10]. In practice, the PPP problem has been approached from two different
perspectives. The first one is to select a product portfolio from a finite set of candidate items [11]. The
second one is to construct a product portfolio directly from part-worths utility data [12]. If the number of
attributes and the number of attribute levels go large, or most combinations of attribute levels are to be
used for defining feasible products, it deems to be computationally infeasible to enumerate the utilities
of all candidate items [13].

Towards this end, this paper develops a heuristic genetic algorithm (HGA) for solving the PPP problem.
The objective of this research is to develop a practical solution method that can find near-optimal solutions
and assist marketing managers in product portfolio decision making. The proposed HGA constructs
a product portfolio directly from part-worths utilities estimated based on conjoint analysis [14]. The
proposed solution method does not refer to any specific type of products, and thus it can be applied to a
variety of product or service development problems.

The remainder of the paper proceeds as follows. In the next section, the background leading to this
research is reviewed and accordingly the key technical challenges are identified. Section 3 presents a
formal description and formulation of the PPP problem. An optimization framework and the structural
properties of the model are discussed in Section 4. The HGA design and solution procedures are introduced
in Section 5. An application of the proposed HGA to notebook computer portfolio planning is reported
in Section 6. Managerial implications and possible extensions of this research are discussed in Section 7
and the paper is concluded in Section 8.
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2. PPP as a combinatorial optimization problem

PPP has its origins in the fields of optimal product design [15], product positioning [10] and product
line design [12]. All these problems constitute a type of combinatorial optimization problems due to
their purpose of achieving a near-optimal combination of discrete products and/or attribute levels [13]. In
general, combinatorial optimization problems are characterized by a finite number of feasible solutions.
Let E ={ey, e1, ..., ey} be afinite set, Q a set of feasible solutions defined over E, and f : Q@ — R an
objective function. A combinatorial optimization problem is to find a solution in Q2 whose objective value
1S minimum or maximum [16].

By intuition, finding the near-optimal solution for a finite combinatorial optimization problem could be
done by simple enumeration. In practice, however, this technique is often impossible because the number
of feasible solutions may be enormous. A number of methods and algorithms have been developed to
solve combinatorial optimization problems. Sait and Youssef [17] have divided them into two groups:
exact algorithms and approximation algorithms. Due to the enumerative nature, exact algorithms are
not easy to design with moderate computational effort as can be seen from the complexity theory [18].
A major trend in solving such hard problems is to utilize an effective heuristics search [19]. In recent
studies, some meta-heuristics such as multi-start local search [20], simulated annealing [21], tabu search
[22] and genetic algorithms [23] have been commonly adopted. Reeves [24] and Aarts and Lenstra [25]
have reported a thorough survey of these approaches to commonly defined combinatorial problems.

A dynamic-programming heuristic method has been developed by Kohli and Sukumar [12]. Nair et al.
[13] have developed a beam search heuristic method and performed a computational study of the beam
search method and the dynamic programming heuristic method. Based on an extensive comparative
computational study Alexouda [26] has found that the evolutionary algorithms are close to optimal and,
in most cases, the evolutionary algorithms obtain a better solution than that found by the beam search
method. However, genetic algorithms are in general incapable of fine-tuning for obtaining the global
optimum [20]. As a result, various modifications have been done by incorporating local search techniques
into the evolution process for particular problems [27,28].

3. Description of the PPP problem

Consider such a scenario that a large set of product attributes, A = {axlk =1, ..., K}, have been
identified (a few methods are available, for example, [29]), given that the firm has the capabilities (both
design and production) to produce all these attributes. Each attribute, Yay € A, possesses a few levels,
may it be discrete or continuous, i.e., Ay = {a;;|l =1, ..., L}.

A set of potential product profiles, Z = { Z|j =1, ..., J}, are generated by choosing one of the levels
for certain attributes, subjective to satisfying certain configuration constraints [30]. That is, a product
assumes certain attribute levels that correspond to a subset of A. Each product, VZ; € Z, is defined as a
vector of specific attribute levels, i.e., Z; = [a,’:lj] k> Where any a,’(“lj = J indicates that product Z; does

not contain attribute ay; and any ale # (J represents an element of the set of attribute levels that can be
assumed by product 7, i.e., {a}flj},( € {A] x A5 x --- x A%}

A product portfolio, 4, is a set consisting of a few selected product profiles, ie., 4 = {Z;|j =
1,..., jT} cz, e {1, ..., J}, denotes the number of products contained in the product portfolio.
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Every product is associated with certain engineering costs, denoted as {C;} ;. The manufacturer must
make decisions to select what products to offer as well as their respective prices, {p;};.

There are multiple market segments, S = {s;|i =1, ..., I}, each containing homogeneous customers,
with a size, Q;. Various customer preferences on diverse products are represented by respective utilities,
{Uij};.;. Product demands or market shares, {P;;},.;, are described by the probabilities of customers’

choosing products, denoted as customer or segment-product pairs, {(s;, Z;)};.; € S x Z.

4. Mathematical model of product portfolio planning

This research addresses the PPP problem with the goal of maximizing an expected surplus from both
the customer and engineering perspectives [31]. The price has been commonly treated as a separate
attribute that can be chosen from a limited number of values for each product [13,32]. Adding price as
one more attribute, the attribute set becomes A = {ax} g, |, Where ak 11 represents the price possessing a
few levels, i.e., A% | = {aE*K+1)l|l =1,..., Lgx+1}. Then, a PPP problem can be formulated as a mixed
integer program, as below,

1 J
.. Uij
Maximize E[V]:ZZC—jP,-jQ,-yj, (1a)
i=1 j=l1
Ly
Subject to Y " xju=1, Vje{l,....J}, Vke(l,....,K+1}, (1b)
=1
k+1 Ly
S b=l =0, Vil el 0y £ (10)
k=1 I=1
J
yi<J', vite{l... J), (1d)

j=1

Xy €401}, Vje{l,....J}, Vke{l,....K +1},
VIe{l,..., L), (le)

where E[-] denotes the expected value of the shared surplus, V, which is defined as the utility per cost,
modified by the probabilistic choice model, { P;;};.;, and the market size, { Q;},; C; indicates the cost of
offering product Z;; U;; refers to the composite utility of segment s; for product Z; constructed from
part-worth utilities of individual attribute levels, {A7}x; and y; is a binary variable such that y; = 1 if

the manufacturer decides to offer product Z; and y; = 0 otherwise.

In the above mathematical program, there are two types of decision variables involved, i.e., xj; and
yj, representing two layers of decision-making in portfolio planning, respectively. The first layer is
the selection of attribute and their levels for different products (i.e., product generation); the second
one is to decide which products to offer (i.e., product selection). Both types of decisions depend on a
simultaneous satisfaction of the target segments. The manufacturer’s decisions about what (i.e., layer I
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decision-making) and which (i.e., layer II decision-making) products to offer to the target segments are
implied in various instances of {x;i|Vj, k,l}and {y;|V j}, respectively. As aresult, a near-optimal product

portfolio, A" = {7 7 | j=1,...,J7} is yielded as a combination of selected products corresponding to

{yjIVj}, where each selected product, ?j, comprises a few selected attributes and the associated levels
corresponding to {x x|V, k, [}.

Following the part-worth model, the utility of the ith segment for the jth product, U;;, is assumed to
be a linear function of the part-worth preferences of the attribute levels of product z;, i.e.,

K Lg

Z Z (WjkUikiXjki + mj) + &j, ()

k=1 I=1

where u;y; is the part-worth utility of segment s; for the /th level of attribute a; (i.e., a,fl) individually;
w ji is the utility weights among attributes, {ay}, contained in product Z;; m; is a constant associated
with the derivation of a composite utility from part-worth utilities with respect to product Z; ¢;; is an
error term for each segment-product pair; and x ji; is a binary variable such that x j;; = 1 if the /th level
of attribute ay is contained in product Z; and xjx; = 0 otherwise. The choice probability, P;;, that a
customer or a segment, Is; € S, chooses a product, 37; € Z, with N competing products, is defined
under the conditional multinomial logit choice rule [33].

Jiao and Tseng [34] have proposed to model the cost consequences of providing variety based on varying
impacts on process capabilities. To circumvent the difficulties inherent in estimating the accurate cost
figures, this research adopts a pragmatic costing approach based on standard time estimation developed
by Jiao and Tseng [35]. Then, the expected cycle time can be used as a performance indicator of variations
in process capabilities [34]. Hence, the cost function, C;, corresponding to product Z ;, can be formulated
based on the respective one-side specification limit process capability index.

To select the best product portfolio with nearly the same shared surplus, a selection rule is adopted
to identify the most balanced product portfolio. According to Li and Azarm [36], a balanced prod-
uct portfolio means that all products contribute evenly or nearly evenly to the shared surplus; other-
wise an unbalanced product portfolio. In general, a balanced product portfolio is more preferable, as it
tends to perform more stable when there exist unexpected changes in the market. An unbalanced prod-
uct portfolio, to the contrary, may suffer significantly when market changes diminish the performance
of one or two dominating products in the portfolio. To quantify the extent of a balanced distribution
of products’ individual contributions to the entire product portfolio, an unbalance index is defined as
the following:

Jt 2
_ Efv;]1 1
V= ;<E[V] M)’ ©

where M is the total number of products in a portfolio, E[V;] is the expected shared surplus of prod-
uct 7, and E[V] is the expected shared surplus of all products, { Z;};+. In an absolutely balanced
portfolio, the shared surplus of portfolio is evenly distributed among all products, i.e., E[V;]/E[V] —
1/M, thus  — 0. Therefore, the lower the value of the unbalance index is, the more balanced is the
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distribution of shared surplus (fitness) among the products, and thus the more desirable is the portfolio
chromosome.

5. A heuristic GA for PPP

As the number of attributes and levels associated with a product increases, so does the number of
combinations of products for portfolios. A product with nine attributes of three levels each may produce
3% = 19, 683 possible variants. A product portfolio consisting of maximal three such products may
yield (33 + 3%?% + 3% =17.62598 x 10'2 possible combinations. Complete enumeration to obtain
optimal product selections in portfolio planning becomes numerically prohibitive [37]. The conjoint-
based search for an optimal product portfolio always results in combinatorial optimization problems
because typically discrete attributes are used in conjoint analysis [10]. Nearly all of these problems are
known to be mathematically intractable or NP-hard, and thus mainly heuristic solution procedures have
been proposed for the various problem types [13].

Comparing with traditional calculus-based or approximation optimization techniques, genetic algo-
rithms (GA) have been proven to excel in solving combinatorial optimization problems [38]. The GA
approach adopts a probabilistic search technique based on the principle of natural selection by survival
of the fittest and merely uses objective function information, and thus is easily adjustable to different
objectives with little algorithmic modification [23]. An important feature of GA is that it allows product
profiles to be constructed directly from attribute level part-worths data [12]. This is particularly preferable
to reference set enumeration if the number of attributes and their levels is large and most multi-attribute
products represented by different attribute level combinations are economically and technologically
feasible [13].

Hence, a GA approach is employed in this research to solve the mixed integer program in Egs. (1a)—(1e).
The focus is to develop an efficient algorithm that is capable of producing acceptable solutions for the
combinatorial optimization problem involving a wide variety of configurations of attributes and their
levels as well as product profiles in portfolio planning. In accordance with a generic variety structure
inherent in product families [30], a heuristic GA is formulated as follows.

5.1. Generic encoding

The first step in the implementation of a heuristic GA involves the representation of a problem to
be solved with a finite-length string called chromosome. A generic strategy for encoding the portfolio
planning problem isillustrated in Fig. 1, with an example shown in Fig. 2. A product portfolio is represented
by a chromosome consisting of a string. Each fragment of the chromosome (i.e., substring) represents a
product contained in the portfolio. Each element of the string, called gene, indicates an attribute of the
product. The value assumed by a gene, called allele, represents an index of the attribute level instantiated
by an attribute. A portfolio (chromosome) consists of one to many products (fragments of chromosome),
exhibiting a type of composition (AND) relationships. Likewise, each product (fragment of chromosome)
comprises one to many attributes (genes). Nevertheless, each attribute (gene) can assume one and only
one out of many possible attribute levels (alleles), suggesting an exclusive all (XOR) instantiation.

The format of an allele may be either a binary or integer number [23]. The binary format is the
most general form widely used for modeling the binary-selection type of problems [39]. In our case,
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Portfolio Association Chromosome
1 ) 1 )
AND/a part of AND/a part of
1.* 1.*
Product Association Fragment of
Chromosome
19 )
AND/a part of AND/a part of
1..% 1..%
Association
Attribute % Gene
1 1
XOR/an instance of XOR/an instance of
1.* 1.*
Attribute Level Association Allele

Fig. 1. Generic encoding for product portfolio.

5"'"}' i
* *
Portfolio Az[:}.‘--,zj,---,zj} FIE D 2 [-Jo]]1[3]~ ~Jo]~]o[~]o]o Chromosome
K3
I
g
!
/!
' i | L L
;
Product Erz[a} uue ,---.a_“_ a “_} 2 (|0 | 1 |3 Fragment of Chromosome
b 1|2, k|Z K|z K +1|2.
J J j _F\
/J \\
,’/ \\\
2 \
&7 £ P
Attribute al, -a, @ Gene
7 '_\’_ |_\r¢
Y g2
A -
N o i i e e ;
. i - w
% 4k L i — = ; ,
Attribute Level 3a, {@.dpyer ity } m Allele

Fig. 2. An illustration of generic encoding.

each attribute (genes) may assume multiple levels (alleles), resulting in a multi-selection problem.
Therefore, the integer format is adopted for representing multiple choices among attribute levels. Each
gene assumes an integer number that corresponds to the index of the attribute level associated with a
particular attribute.
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Given J < J products to be selected for a product portfolio, A ={ Z i}, and K + 1 attributes in each
product, Zj, a generic string of the chromosome is defined to be composed of J substrings, with J — J ¥
empty substrings corresponding to those unselected products, and contains a total number of J - (K + 1)
genes, with each substring consisting of K + 1 genes.

Further introduce an allele equal to O as the default value for every gene. This indicates that the
corresponding attribute is not contained in a product. Then with L possible levels for an attribute, ay,
the corresponding gene may assume an allele from the set, {0, 1, ..., L}, meaning that a total number of
Ly + 1 alleles are available for each gene. This corresponds to the fact that an attribute, a;, may assume
a de facto level, that is, 3a; € {J, a,....af;, ..., aZ‘Lk}. If all genes throughout a substring assume
{0} k1 alleles, then it means that the corresponding product is not selected in the portfolio. In this way, a
chromosome enables a unified structure, through which various portfolios consisting of different numbers
of products can be represented within a generic product portfolio, 4 = { Z;},. Each individual portfolio
can be instantiated from the same generic product portfolio by indirect identification of zero or non-zero
alleles for all substrings [30].

For example, the chromosome shown in Fig. 2 suggests that product Z; is not selected for the portfolio
(i.e., yj = 0) as the corresponding substring is totally empty. As far as product Z; is concerned (i.e.,
y1 = 1), the 1st allele assumes a value of 2 indicating that the 1st attribute of the product chooses the 2nd
attribute level associated with this attribute (i.e., x112 = 1). The last (K + 1) allele of the 1st substring
suggests that the price attribute takes on the 3rd price level for product Z; (i.e., xi(x+1)3 = 1). On the
other hand, the kth allele assumes a value of 0, indicating that the kth attribute is not contained in product
Z1Ge, xu=0,VI€{1,..., L¢)).

Following the basic GA procedures [39], the PPP problem in Egs. (1a)—(1e) is solved iteratively, as
depicted below and also shown in Fig. 3.

5.2. Initialization

Initialization involves generating initial solutions to the problem. The initial solutions can be generated
either randomly or using some heuristic methods [40]. Considering the feasibility of product configura-
tions, an initial population of product portfolios of size M, {A,,},, is determined a priori and accordingly
M chromosome strings are encoded, respectively. Each chromosome string is assigned a fitness value in
lieu of its expected shared surplus obtained by calculating Eq. (1a).

The population size, M, directly affects the computational efficiency of GA. A larger population size
gives the algorithm a higher chance of success by exploring a larger solution space; but leads to more
calculations. While a standard value could be suggested by extensive experimentation [23], this research
sets a population size of 100 chromosomes.

5.3. Handling of configuration constraints

In order to obtain feasible solutions, each chromosome must satisfy certain configuration constraints
on product generation from combinations of attribute levels. They constitute two types of constraints:
compatibility constraints and selection constraints. Compatibility constraints refer to the restrictions
on choices of attribute levels (e.g., size compatible) and are generally described as IF THEN rules
[30,41]. Selection constraints refer to those conjoint, exclusiveness, divergence and capacity conditions
as postulated in Egs. (1b)—(1e).
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Start

Initial population {4, },
« Population size (100)

Constraint handling (Rule base)
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« Selection conditions

Penalty for invalid portfolio chromosomes
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« Fitness values E[/]
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No
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» Rank chromosomes by fitness

Select chromosome for reproduction
» Rank selection
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Crossover
* Multi-point random operator
« Crossover rate (0.80)

Mutation
* Mutation rate (0.01)

next generation Return

Fig. 3. Procedure of the heuristic genetic algorithm.

A number of methods of constraint handling have been reported in the literature, such as the repairing,
variable restricting, and modifying generic operator methods [39]. This research adopts a penalizing
strategy. Whenever a new chromosome is generated, a constraint check is conducted with respect to all
types of constraints, and those invalid ones are penalized in the population.
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Most existing GA implementations incorporate constraint handling into the GA process. This makes GA
operations very complex and less efficient. For example, Steiner and Hruschka [38] have introduced extra
exit conditions for crossover and mutation in order to deal with the divergence constraint. This research
designs a separate constraint check module as a filter at the outset of the GA process. The constraint
rules are generated based on the designers’ experience and production capability. The generated rules
are stored in a pool. Whenever a new chromosome is produced, it must be checked with the pool. If
any genes of the new chromosome are found in the pool, the chromosome is penalized. As a result, only
valid chromosomes are kept high fitness, whilst a standard GA process can be maintained without being
intervened by concerning the validity of GA operations or the feasibility of each offspring.

5.4. Fitness function

A fitness function must be used to evaluate the fitness value of each individual chromosome within the
population of each generation. Good chromosomes should probably expose to more opportunities to be
selected as a parent, whereas poor ones may not be selected at all. Within the context of PPP, the fitness
function used is the expected shared surplus as described in Eq. (1a).

5.5. Selection and reproduction

With the optimization of an expected shared surplus, the fitness values are continuously increasing until
a near-optimal solution is found. Once the fitness function is defined and used for the first generation,
the GA starts the parent selection and reproduction process. Parent selection is a process that allocates
reproductive opportunities among chromosome population. The most popular selection method is the
roulette wheel selection. The roulette wheel selection is one probabilistic selection method, that is, a
reproduction probability is assigned to each chromosome based on its fitness value. Then the roulette wheel
is filled using the respective cumulative probabilities of every chromosome. The areas of the sections on
the wheel depend on the fitness values of the associated chromosomes, with fitter chromosomes occupying
larger areas in this biased roulette wheel, thus increasing their chances of survival. The roulette wheel
selection can be implemented by generating random numbers between O and 1 in accordance with the
cumulative reproduction probabilities [40].

The advantage of probabilistic selection is that the better the chromosomes are, the more chances to be
selected they have. Thus, those chromosomes with better fitness gain more opportunities to change their
good components to reproduce better offspring. But a biased selection sometimes may lead to premature
convergence although it enables the convergence of the search [23]. Imagine a roulette wheel selection
where all the chromosomes in the population are placed, the size of the section in the roulette wheel is
proportional to the value of the fitness function of every chromosome—the bigger the value is, the larger
the section is. In this case, if one chromosome is dominant in the population, this dominant chromosome
with bigger fitness value will be selected more times. For example, if the best chromosome fitness is 90%
of the sum of all fitness then the other chromosomes will have very few chances to be selected. Thus,
the diversity of the population is destroyed, so as the performance of the global searching capability of
genetic algorithm. In this case, this research adopts rank selection to select the appropriate chromosomes
for crossover and mutation operations. The rank selection is also a probabilistic selection method. Rank
selection ranks the population first and then every chromosome receives fitness value determined by
this ranking. The worst will have the fitness 1, the second worst 2, etc., and the best will have fitness
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N (number of chromosomes in population). Rank selection decreases the difference between dominant
chromosomes and non-dominant ones, thus all the chromosomes have a chance to be selected to keep the
diversity of the population.

5.6. Crossover

After reproduction, each two of the parent strings in the mating pool are picked randomly and each
pair of strings undergoes crossover with a probability. Crossover requires two individual chromosomes
to exchange their genetic compositions. The offspring thus inherits some genes from parents via such
operations. While a number of crossover operators are available for specific encoding schemes [40], this
research adopts a multi-point random crossover operator. The idea behind multi-point is that parts of
the chromosome that contribute to most of the performance of a particular individual may not neces-
sarily be contained in adjacent substrings. Compared with single-point crossover operator, the disrup-
tive nature of multi-point crossover appears to encourage the exploration of the search space, rather
than favoring the convergence to highly fit individuals early in the search, thus making the search
more robust.

For the PPP problem, the product portfolio comprises several different products which are composed
of many attributes. The complexity of the problem results in a long string representing the chromosome.
Adopting single-point crossover is inclined to keep most adjacent substrings intact thus resulting in the
premature. In this regard, for each substring, we adopt single-point crossover operator to encourage its
changing. Thus, the whole chromosome is implemented with a multi-point crossover operation.

Within a generic encoding chromosome, for every substring, one crossover point is randomly lo-
cated and the integer string of an offspring is first copied from the first parent from the beginning till
the crossover point; and then the rest is added by copying from the second parent from the crossover
point to the end. The order of combination is reversed for the other offspring. In regard to the generic
chromosome, for each substring, there are (K — 1) cutting points, and there are totally J - (K — 1)
cutting points.

The probability of crossover is characterized by a crossover rate, indicating the percentage of chro-
mosomes in each generation that experience crossover. Crossover aims at producing new chromosomes
that possess good elements of old chromosomes. Nonetheless it is also desirable to allow some chromo-
somes, in particular those good ones, to survive without change in the next generation (namely elitism).
Therefore, this research adopts a crossover rate of 0.80. In practice, this value could be selected based on
sensitivity analysis of trial examples using crossover rates that range, for example, 0.05-0.95.

5.7. Mutation

Mutation is applied to each offspring individually after crossover. It randomly picks a gene within each
string with a small probability (referred to as mutation rate) and alters the corresponding attribute level at
random. This process enables a small amount of random search, and thus ensures that the GA search does
not quickly converge at a local optimum. But it should not occur very often, otherwise the GA becomes
a pure random search method [23]. Empirical findings have suggested a mutation rate of 0.01 as a rule
of thumb to obtain good solutions [39]. While reproduction reduces the diversity of chromosomes in a
population, mutation maintains a certain degree of heterogeneity of solutions which is necessary to avoid
premature convergence of the GA process [38].
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5.8. Termination

The processes of crossover and reproduction are repeated until the population converges or reaches a
pre-specified number of generations. The number of generations has direct consequence on the perfor-
mance of the algorithm. A maximal number can be set ex ante at a large number. However, the algorithm
may have found a solution before this number is ever reached. Then extra computations may have to be
performed even after the solution has been found. Balakrishnan and Jacob [42] have shown a moving
average rule that can provide a good indication of convergence to a solution. More specifically, the GA
process terminates if the average fitness of the best three strings of the current generation has increased
by less than a threshold (namely convergence rate) as compared with the average fitness of the best three
strings over three immediate previous generations.

To leverage possible problems of termination by either convergence or maximal number of generations
alone, this research adopts a two-step stopping rule to incorporate both. A moving average rule is used for
the first stopping check. The convergence rate is set at 0.1%. In practice, this value could be determined
based on sensitivity analysis of trial examples according to the particular problem context. Then a maximal
number of generations is specified as the criterion for the second stopping check. In our case, a number of
1000 is used. Similarly, this value could be determined based on trial runs in line with specific problems
under study. These two steps complement each other. If the search is very difficult to converge (for
example, in the case of a very tight convergence rate), the second stopping criterion helps avoid running
the GA process infinitely. If can converge at the near-optimal solution with a few generations, then there
is no need to run as many generations as the maximal number.

Moreover, in each generation the highest fitness value achieved so far and its corresponding string
keep updated and stored. This makes sure that the best product portfolio solution found, not only from
the final generation but also over all generations, is returned at convergence. Upon termination, the GA
returns the product portfolio with the highest fitness (expected shared surplus) as well as the contained
products in terms of specific configurations of attribute levels. All intermediate results of each generation
(e.g., product portfolio candidates and their fitness values) and some descriptive statistics (e.g., numbers
of crossovers and mutations, average population fitness, population standard deviation and status-quo of
product portfolio solution) are recorded in the output report. Thus decision makers can track the progress
of the GA or examine other feasible product portfolio solutions that are of high fitness values.

6. Application to notebook computer portfolio planning
6.1. Background

The proposed framework has been applied to the notebook computer portfolio planning problem for
a world-leading computer manufacturing company. For illustrative simplicity, a set of key attributes and
available attribute levels are listed in Table 1. Among them, “price” is treated as one of the attributes to be
assumed by a product. Every notebook computer is thus described as a viable configuration of available
attribute levels.

With regard to the class-member relationships defined in Fig. 1, notebook computer portfolios comprise
a four-layer AND/OR tree structure, as shown in Fig. 4. The first layer is portfolios, each of which consists
of one or more products. Each product consists of a few attributes, thus constituting the second layer.
The fourth layer represents the value options for each attribute located at the third layer, indicating the
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List of attributes and their feasible levels for notebook computers
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Attribute Attribute levels
ay Description ay; Code Description
aj Processor aj, Al-1 Pentium 2.4 GHz
af, Al-2 Pentium 2.6 GHz
afy Al-3 Pentium 2.8 GHz
aj, Al-4 Centrino 1.4 GHz
ajs Al-5 Centrino 1.5 GHz
afy Al-6 Centrino 1.6 GHz
afy Al-7 Centrino 1.7 GHz
ajg Al-8 Centrino 1.8 GHz
afy Al1-9 Centrino 2.0 GHz
a Display aj A2-1 12.1” TFT XGA
aé‘z A2-2 14.1” TFT SXGA
a% A2-3 15.4” TFT XGA/UXGA
as Memory aé*] A3-1 128 MB DDR SDRAM
a;‘z A3-2 256 MB DDR SDRAM
ak A3-3 512MB DDR SDRAM
a§‘4 A3-4 1 GB DDR SDRAM
as Hard Disk ai A4-1 40GB
ay, A4-2 60 GB
az, A4-3 80GB
ak, Ad-4 120GB
as Disk Drive azg, A5-1 CD-ROM
at, A5-2 CD-RW
ak, A5-3 DVD/CD-RW Combo
ae Weight ag, A6-1 Low (below 2.0 KG with battery)
ag‘z A6-2 Moderate (2.0-2.8 KG with battery)
ag, A6-3 High (2.8 KG above with battery)
az Battery Life az, A7-1 Regular (around 6 hours)
az, A7-2 Long (7.5 h above)
as Software ag, A8-1 Multimedia package
ag, A8-2 Office package
ag Price agy, A9-1 Less than $800
ag, A9-2 $800-$1.3K
ags A9-3 $1.3K-$1.8K
ak, A9-4 $1.8K-$2.5K
ags A9-5 $2.5K above

instantiation of an attribute by one out of many levels. This tree structure not only reflects a generic variety
structure [30] underlying notebook computer product offerings, but also establishes the searching space
for the GA solver.
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Fig. 4. Generic variety structure for notebook computer portfolios.

Based on a total number of 30 customers acting as the respondents, three segments are identified, i.e.,
s1, s2, and s3. With conjoint analysis, the part-worth utilities for each respondent in one segment can
be derived. Averaging the part-worth utility results of all respondents belonging to the same segment,
a segment-level utility is obtained for each attribute level. Fig. 5 shows the part-worth utilities of three
segments with respect to every attribute level. With assembly-to-order production, the company has
identified and established standard routings as basic constructs of its process platform. Based on empirical
studies, costing parameters and part-worth standard times for all attribute levels are determined.

6.2. HGA implementation

To determine a near-optimal notebook computer portfolio for the target three segments, the GA pro-
cedure is applied to search for a maximum of expected shared surplus among all attribute, product and
portfolio alternatives. Assume that each portfolio may consist of a maximal number of J = 5 products.
Then a chromosome string comprises 9 x 5 = 45 genes. Each substring is as long as nine genes and
represents a product that constitutes the portfolio.

Based on the economical analysis, some constraints are generated to ensure the profitability. The
constraints are represented by “IF-THEN” rules, that is, “IF x; =9, THEN x9 # 1; IF x; = 3, THEN
x9 # 2; IF x3 =4, THEN x9 # 1; IF x4 =4, THEN x9 # 1”. These constraints restrict the customers
buying high performance notebook computer with too low price. Through constraint check, the invalid
chromosomes are penalized by subtracting a large number and passed on for further evaluation. For every
generation, a population size of M = 100 is maintained, meaning that only top 100 fit product portfolios
are kept for reproduction.

In addition, it is not uncommon that in the notebook computer business most manufacturers directly
order components and parts from their suppliers. It is thus reasonable to assume that the competitors
of the company under our study offer the same product attributes and levels. As a result, the status-quo
product alternatives in the current generation are used as the pool of competing products for the choice
model in Eq. (3).



J. Jiao et al. / Computers & Operations Research 34 (2007) 1777—1799 1791

Al - Processor A2 -Display A3-Memory
14 1.6 14
B —
12 ZaN o 1 — 2 ——————
1 12 1
08 N ya . e 1 S 08 o
= N 0.8 = a—
0.6 0.6
0.6 -
0.4 04 0.4
0.2 0.2 0.2
0 T T T T T T 0 T T 0
Al-1 A1-2 A1-3 Al-4 Al-5 A1-6 A1-7Al1-8 Al-9 A2-1 A2-2 A2-3 A3-1 A3-2 A3-3 A3-4
——s1 =52 —a—s3 ——sl —a-52 —a—s3 ——sl g2 —a—s3
A4-Hard Disk AS —Disk Drive A6 —Weight
2 16 12 —
14 1
15 Y 12 ———— —_— 08 e
1 - —
. [ ———
1 :’/‘/ 08 — 0.6 /./
0.6 04
05 04 ’ P
02 02
0 0 T T 0
A4-1 A4-2 A4-3 A4-4 A5-1 A5-2 AS-3 A6-1 A6-2 A6-3
——3l —=-g) —&—3s3 —e—sl —m—g2 —a—33 ——3s] —=—g) —a—g3
A7 -BatteryLife A8 —Software A9 —Price
L4 14 T
12 12 e a—— o —x
1 1 -
038 :ﬁ"/- 08 L S
0.6 0.6 ~ -2 e\
0.4 e 04 -2.5 \\
02 02 3 <
0 0 . -35
_ ~ _ - 4
A1 AT2 A8l A8-2 A9-1 A9-2 A9-3 A9-4 A9-5
——sl —=—g) —a—s3 ——sl =g —4—s3 —e—sl a5 a3

Fig. 5. Plots of segment-level part-worth utilities.

6.3. Results

The results of GA solution are presented in Fig. 6. As shown in Fig. 6, the fitness value keeps being
improved generation by generation. Certain local optima (e.g., around 70 generations) are successfully
overcome. The saturation period (240-280 generations) is quite short, indicating the GA search is efficient.
This proves that the moving average rule is a reasonable convergence measure. It helps avoid such
a possible problem that the GA procedure may run unnecessarily as long as 1000 generations. Upon
termination at the 287th generation, the GA solver returns the near-optimal result, which achieves an
expected shared surplus of 109, as shown in Table 2.

6.4. Performance evaluation

Fig. 7 compares the achievements, in terms of the normalized shared surplus, cost, and utility with
choice probability, of 20 product portfolios in the 287th generation that returns the near-optimal solution.
It is interesting to see that the peak of utility achievement (portfolio #6) does not contribute to producing
the best fitness as its cost is estimated to be high. On the other hand, the minimum cost (portfolio #20)
does not mean the best achievement of shared surplus as its utility performance is low. Also interesting
to observe is that the worst fitness (portfolio #20) performs with neither the lowest utility achievement
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nor the highest cost figure. The best portfolio (#1) results from a higher level of utility and moderate cost
performances.

Fig. 8 shows the performance of individual constituent products in terms of unbalance index for each
portfolio in the 287th generation. It is noted that top five portfolios all contain a moderate number (2-3)
of products, whereas those portfolios consisting of more products (e.g., portfolios #11, 16 and 19) seldom
produce very good performances. This exactly illustrates the granularity tradeoff issue in PPP. In fact, too
many products introduced in a portfolio may even bring about competition among themselves. On the
other hand, none of the top 20 portfolios contains only one product. In practice, a single-product portfolio
is not a desired case either, as it facilitates a limited coverage of diverse customer segments. Fig. 8 shows
that three product portfolios are outstanding with respect to their shared surplus (portfolio # 1, 2, 3) with
their normalized shared surplus of 1, 0.94, and 0.58, respectively. Among these portfolios, the portfolio
1 is the best with respect to its unbalance scores with unbalanced score of 0.2 and thus is selected as the
final choice.

7. Sensitivity analysis

It is most important to keep the population diversity during the GA searching process. Low diversity
may cause “inbreeding”, thus weakening the exploratory capability. Many parameters can influence the
population diversity. For example, an excessively high crossover rate will cause the solution to converge
quickly before the optimum is found. On the other hand, a low crossover rate decreases the population
diversity and results in long computation time. The mutation rate also influences the GA performance, as it
determines the frequency of random search. Generally, a very low mutation rate is recommended to avoid
that the GA process becomes a pure random search, which impairs the property of GA. The population
size may be the most distinct factor influencing the population diversity. For a complex problem, large
population size is preferred to ensure exploration in a large search space. In this section, we evaluate
the performance of the HGA by means of sensitivity analysis. Based on varying parameter values, such
as the population size, the crossover and mutation rates, HGA performance is examined for different
problem sizes.
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Table 3
Performance of different problem sizes and respective parameter values
Problem Number of Problem Parameter value and performance Number of
type attributes size runs

Population Crossover Mutation

Size Ave_App P Ave_App Py Ave_App

(%) (%) (%)

Simple 3 15 20 97.3 06 956 0.005 96.2 360
Moderate 6 30 50 96.7 0.7 963 0.01 95.8 360
Complex 9 45 100 94.2 08 97.1 0.01 94.1 360

7.1. Problem size

In accordance with different parameter values required for varying problem sizes, three cases are
constructed to represent three different problem sizes for notebook computer portfolio specification.
The first case represents a simple problem size, where three attributes are selected, including processor,
memory, and weight that are of 9, 4, and 3 levels, respectively. The second case corresponds to a moderate
problem size, consisting of six attributes, i.e., processor, memory, weight, hard disk, display, and battery
life, which assume 9, 4, 3, 4, 3, and 2 attributes levels, respectively. The third case stands for a very
complex problem size, in which all nine attributes and their possible levels are considered. Table 3 lists
all three scenarios.

7.2. Experiment design

The proper parameter values for the population size, the crossover and mutation rates are recommended
through sensitivity analysis. To setup the experiments, 4 values are considered for population size, namely
20, 50, 80, and 100. Likewise 3 values of crossover rate (0.6, 0.7, 0.8) and 3 values of mutation rate (0.005,
0.01, 0.03) are used. Therefore, sensitivity analysis experiment is constructed based on a 4 x 3 x 3 full
design. For more complex analysis, where more values are involved, other experiment design method,
such as orthogonal design and factorial design, can be employed. The values of these parameters are
selected based on the rule-of-thumb from most of GA applications—a crossover rate at least 0.6 and a
very low mutation rate.

7.3. Parameter selection

The full design generates 36 scenarios. For each scenario, the GA runs for 10 times to collect the mean
value of its performance. Thus, the parameter values for each problem size are recommended on the basis
of 360 test runs. The average degree of approximation (Ave_App) associated with GA solutions is adopted
as the performance indicator of each problem type. The best GA parameter values are recommended as
shown in Table 3.

As illustrated in Table 3, a larger population size is required for a complex problem in order to keep the
population diversity. A population of diverse products is necessary to guarantee thorough exploration in
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the search space so as to achieve a high degree of average approximation. The crossover rate (p.) of 0.8
is recommended to encourage more chromosomes to exchange their promising parts and to generate the
offspring with better performance. It also demonstrates the tendency that a higher crossover rate leads
to better approximation. For complex problem, a higher mutation rate is recommended to avoid search’s
falling into local optimum. For the simple problem type, a lower mutation rate is recommended so that
the search does not become a pure random search.

Fig. 9 shows the average degree of approximation for each population size based on an interval of 20
within the range [20,160] for the complex problem type. The crossover and mutation rates are set to 0.8
and 0.01, respectively. As illustrated in Fig. 9, too large a population size (160) may contribute to the
improvement of performance to only a modest extent.

Fig. 10 shows the average degree of approximation for varying crossover rate based on an interval of
0.1 within the range [0.6, 1.0] for the complex problem type. The population size and mutation rate are
set to 100 and 0.01, respectively. It suggests that too large a crossover rate may decrease the performance.
This is consistent with previous findings from GA applications, that is, a large crossover rate may cause
too many chromosomes to change, thus leading to premature.
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8. Discussion

As witnessed in the case study, the strength of GA lies in the ability to carry out repeated runs without
major changes of parameter values or defining different initial populations, thus improving the chance of
finding an optimal or at least a near optimal solution. It is also possible to insert solutions obtained from
other techniques into the initial population. Hence, rather than generating all the members of the initial
population at random, the GA can use a prior knowledge about potential optima to arrange the initial
population or improve on an existing solution that can perform as a kind of lower bound or benchmark
for GA performance.

In the case study, we have tested the performance of the proposed heuristic GA on a small to medium
sized problem. Although we do not know how well the heuristic GA would perform on large problems
in an absolute sense, we believe, given the popularity of high performance computation, what important
is not the computational efficiency of GA, but the quality of solutions returned by the GA procedure.
For instance, even the most complex GA problem scenario among all testing runs in the case study and
sensitivity analysis takes less than 30's to solve using Matlab® and with a Pentium IV 2.4 MH PC. From
the experience of using the product portfolio balance rule, it is obvious that the heuristic GA also provides
high flexibility with regard to the final decision making of a product portfolio. For example, the decision
maker may be provided with quite a number of solutions using similar high fitness values that are of his
expectations. In this way, the decision maker can instrument additional fitness criteria as appropriate for
selecting the best product portfolio.

If interactions between attributes are to be considered, the additive main-effect utility model could
be easily extended to include interaction terms without introducing additional decision variables. The
interaction terms merely affect a string’s fitness evaluation by taking into account the associated part-worth
utilities for preference evaluation. A possible means to deal with technologically infeasible configurations
of attribute levels is to incorporate related interaction terms into the cost functions and to impose certain
penalties on those high cost-carrying attribute levels. This may be implemented as a hybrid constraint
handling strategy during the GA procedure.

9. Conclusion

A heuristic genetic algorithm is developed and applied to solve the combinatorial optimization problem
involved in PPP. The study indicates that the GA works efficiently in searching for near-optimal product
portfolio solutions. Although the model is used to solve a seller’s problem of introducing a new product
portfolio with the objective of maximal shared surplus, the proposed framework could easily be adjusted
to handle such complex problems as maximizing share-of-choices and extending an existing product
portfolio by allowing for already existing items to be owned by the seller. This is supported by the
flexibility of the GA procedure that merely uses objective function information, and therefore is capable
of accommodating different fitness criteria without any substantial modification of the algorithm.
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