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Osaka Prefecture University, JAPAN

IEEE CIM Survey Results

L ast October, the CIM conducted a web-based survey. An 
e-mail about the survey was sent to 4000 CIS members ran-
domly selected from all IEEE member grades. There were 

662 member responses to the survey. Thank you very much for 
your help. The survey results were great. For example, 90% of the 
respondents think that the overall quality of the CIM is high, and 
77% of them agree with the following statement: “The articles in 

the publication are relevant to my work or interests”. Most members read the CIM 
electronically. The rest read the printed version of the magazine (24%) or print out a 
downloaded PDF file (15%). Under the Departments section, the Publication 
 Spotlight had the highest readership (52%) followed by the Book Review (47%), 
Journal Call-for-Papers (47%), and Conference Call-for-Papers (42%). I am very 
happy that the CIM is highly valued by the CIS members and is playing an impor-
tant role as a communication channel between the society and its members through 
those non-technical articles. Also, the readership of the Editor’s Remarks was 30%, 
which is slightly higher than the President’s Message at 24%.

The survey also included a question about the respondent’s interest in various 
research areas. The question was “Which of the following topical areas, if any, should 
be present in the magazine? Please select all that apply.” For this question, a list of 16 
areas were selected. I tried to include all the popular research areas related to compu-
tational intelligence. The list included robotics, natural language processing, brain 
machine interface, and image processing, which were supported by 40-50% of the 
respondents. The most popular areas in the survey were artificial intelligence (86%), 
machine learning (83%), deep learning (76%), big data (61%), and optimization (55%). 
Since computational intelligence is central to many recent advances in artificial intelli-
gence and machine learning, I hope that the CIM will receive more submissions on 
these upcoming topics. The CIM is planning to publish a special issue on “Deep 
Reinforcement Learning and Games” soon! (submission deadline: October 1, 2018). 

The feature topic of the current CIM issue is “Automated Design of Machine 
Learning and Search Algorithms”. Fully automated algorithm design may be an ulti-
mate goal of algorithm researchers. It would be nice if a meta-algorithm could auto-
matically design an appropriate algorithm for each problem at hand depending on its 
characteristics. If we have a high-performance meta-algorithm that is applicable to 
various application fields, we do not have to design a different algorithm for a differ-
ent problem. However, it is extremely difficult to develop such a meta-algorithm since 
the design of even a single high-performance algorithm to a specific problem is very 
difficult. The core theme in this field is hyper-heuristics. Genetic programming is also 
closely related. You will find the latest developments in this field from the feature arti-
cles in the current CIM issue. I hope you will enjoy all articles in this issue.

Editor’s
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Nikhil R. Pal
Indian Statistical 
 Institute, INDIA

M y journey as the President of the IEEE Computational 
Intelligence Society (CIS) began on January 1, 2018 
quite smoothly because of enormous help by my prede-

cessor, Pablo (Estevez) and other friends at CIS including Jo-
Ellen (Snyder) and Tom (Compton). So far it has been an 
enjoyable ride, but I have realized that there are challenges and it 
is fun to deal with them.

In my last message I discussed some of the important issues related to the present 
day “intelligent systems”. Here I express my personal views on two other important 
issues: comprehensibility and sustainability. I think time has come for us to emphasize 
more on “comprehensible and sustainable” Computational Intelligence (CI)/Artificial 
intelligence (AI).

Good performance is definitely a requirement for any intelligent system. But if the 
system is not comprehensible/understandable at all, sometimes the system may fail 
with catastrophic consequences and we may not have any clue of that ahead of time. 
For example, a deep neural network, known for its unmatched performance, as of 
now, is a “black box” and we all know of some very simple situations where it misera-
bly failed [1], [2].

Comprehensibility is a fuzzy concept with grades of membership beginning from 
zero for a black box system to one for a completely transparent system. For example, 
decision trees or crisp rules are highly comprehensible as along as the number of con-
ditions involved is small. But with an increase in the depth of the tree or the length of 
the rules the level of comprehensibility reduces, yet they are comprehensible to some 
degree compared to, for example, a multilayer perceptron. In this context, a fuzzy 
rule-based system is highly comprehensible when the number of antecedent clauses in 
a rule is limited. Even when the number of antecedent clauses is high, because of the 
very nature of fuzzy reasoning, it is easy to visualize how fuzzy rules work and why it 
is unlikely to make an unexpected decision/generalization. But these systems, 
although can provide understandability, are usually poor performers compared to sup-
port vector machines, deep neural networks, or even multilayer perceptron networks. 
Thus, it would be good, if we could inject some level of comprehensibility into such 
systems to realize both comprehensibility and good performance. Fuzzy sets could be 
a possible vehicle for this. In fact, incorporation of fuzzy concepts may even help to 
deal with uncertainty. Some attempts have been made in this direction, but it deserves 
more attention – we need more emphasis on comprehensible CI.

Now I turn to the other issue, sustainable CI/AI: According to the Oxford Dic-
tionary, the word sustainability means “The ability to be maintained at a certain rate 
or level”. Sustainability demands efficient use of energy, use of renewable energy, and 
preservation of natural resources and our environment. To design an intelligent system 
for a given problem almost always we focus on maximizing/minimizing something 
that will help to satisfy our needs. Usually, these needs are our immediate needs. While 

Random Thoughts: “Comprehensible & 
Sustainable” Computational Intelligence
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designing a system, primarily we focus 
on achieving the best accuracy for the 
assigned task. It is more often than not, 
we forget or ignore the long term envi-
ronmental impacts of what we do. But 
why should we, who primarily develop 
learning algorithms for problem solving, 
care about it? The answer lies here. The 
carbon footprint of using just a com-
mon server is much more than what we 
can imagine. The total carbon footprint 
of a Typical Dell PowerEdge R710 rack 
server is 6360 kg CO2eq assuming a four 
year life which is comparable to driving 
21,500 km in an SUV [3]! The specific 
configuration of the machine used to 
arrive at the estimate of carbon footprint 
is: 2 processors (Intel Xeon); 12 GB of 
RAM; 4 × 146 GB hard drives (HDD); 
2 high output power supplies; 1 DVD 
drive; and 4 fans. This is just an illustra-
tion, newer servers with similar comput-
ing power may have lower carbon 
overhead while others may have more. 
Computer hardware companies are try-
ing to address this issue. We also have a 
role to play. Often our learning algo-
rithms run for days/weeks on a much 
more powerful platform on a big data 
set. One can easily imagine how much 
impact computers, in particular data cen-
ters, can have on our environment in 
terms of carbon footprint. So when we 
design our next algorithm, we should 
take this factor into account.

The other important facet of sustain-
ability is related to the solutions that we 
provide. To emphasize this issue I take 
the help of smart agriculture systems. On 
September 25 2015, United Nations set 
17 goals to transform our world [4]. The 

second goal is: End hunger, achieve food 
security and improved nutrition and pro-
mote sustainable agriculture (the first goal is: 
End poverty in all its forms everywhere). 
It emphasizes that the goal of a smart 
agriculture system should be not just 
maximizing the yield but also to ensure 
the sustainability. Sustainable technologies 
should cater to the needs of the present 
generation without compromising the 
needs of the future generation. Just to 
clarify, suppose we want to develop an 
integrated smart system for crop manage-
ment. Our goal should be to Maximize 
the yield using Minimum resources 
(human effort/cost - not necessarily 
money) with Minimal impact on the 
environment for serving the Maximum 
(inclusiveness, catering social needs) 
( .M 4)  Such systems should be able to 
guide farmers on the following: What to 
grow? What would be the optimal dis-
tribution of different crops (farmer level, 
state level, country level)? When and 
how much to irrigate? When, which and 
how much fertilizers to use? When, 
which and how much pesticides to use? 
And when to harvest? To realize sustain-
ability, the system should assist farmers 
on all these issues imposing constraint, 
for example, on the use of nitrogen, pes-
ticides, and water. Why? Nitrate may 
lead to better yield, but has serious envi-
ronmental impacts. It pollutes water, kills 
plants that need low level of nitrogen, 
promotes growth of non-native grasses 
and kills lichens, and causes a decline 
in native species. It has also been linked 
with causes of many diseases including 
methemoglobinemia, cancer, birth defects, 
and hyperthyroidism [5], [6]. So, we need 

to ensure the use of the Right nutrient 
at the Right rate in the Right place, and 
at the Right time .)(R4  Similarly, a 
smart system should help to minimize 
the usage of water and pesticides. All 
these demand complex modeling and 
optimization to develop systems for pre-
diction of weather, prediction of nutri-
ents’ need (at the level of small units of 
land), control of drone-assisted delivery 
of precise dose of pesticides and so on. 
Just in the area of agriculture, there are 
many other environment-sensitive chal-
lenging problems. CI provides a set of 
very useful tools for these. As examples, 
for some of the problems, the objective 
functions to be optimized may not be 
differentiable and in that case evolution-
ary algorithms could be handy tools. 
Like anyone else, farmers will not like 
black-box type systems. Here use of fuzzy 
modeling, wherever possible and useful, 
could be attractive.

To conclude, I would like to empha-
size that while designing intelligent/
smart systems, we need to take the com-
prehensibility and the sustainability of 
the algorithms as well as the sustainabili-
ty of the solutions they provide much 
more seriously than we have been doing. 
These are certainly very difficult and 
challenging tasks and we need to make 
an effort to address them.
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The goal of an integrated smart system for crop 
management should be to Maximize the yield using 
Minimum resources (human effort/cost - not necessarily 
money) with Minimal impact on the environment for 
serving the Maximum (inclusiveness, catering social 
needs) (M4). 
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College of New York and his Ph.D. 
from the Polytechnic Institute New 
York University. He has been involved 
in a number of IEEE activities includ-
ing serving as General Chair of the 
IEEE Conference on Financial Engi-
neering and Intelligent Systems. He is 
also a member of a number of IEEE 
task forces.

Gary G. Yen
Oklahoma State University, USA

Gary G. Yen received 
his Ph.D. degree in 
Electrical and Com-
puter Engineer ing 
from the University 
of Notre Dame in 
1992. He is currently 

a Regents Professor in the School of 
Electrical and Computer Engineering, 
Oklahoma State University. His research 
interest includes intelligent control, 
evolutionary multiobjective optimiza-
tion, conditional health monitoring, sig-
nal processing and their industrial/
defense applications.

Gary was an Associate Editor of the 
IEEE Trans. on Neural Networks in 
1994-1999. He is currently serving as 
an Associate Editor of the IEEE Trans. 
on Evolutionary Computation since 2005 
and of the IEEE Trans. on Emerging Top-
ics on Computational Intelligence since 
2017 and was the founding Editor-in-
Chief of the IEEE Computational Intel-
ligence Magazine in 2006-2009. Gary 
served as the Chair of Neural Network 
Technical Committee in 2000-2002, 
Vice President for the Technical Activities 
in 2004-2005, and the President of 
the IEEE Computational Intelligence 
Society in 2010-2011. He also served 
as the Chair of CIS Awards Com-
mittee in 2008-2009 and 2014-2015, 
and the Chair of CIS Fellows Com-
mittee in 2016-2017. In 2006, Gary 
chaired the IEEE World Congress on 
Computational Intelligence (WCCI) 
held in Vancouver, Canada, and for the 
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same conference, served as Finance 
Chair in Br isbane, Australia 2012, 
Plenary Session Chair in Beijing, 
China 2014, Co-General Chair in Van-
couver, Canada again in 2016, and 
Conference Chair for IEEE CEC 2018 
in Rio de Janeiro, Brazil. At the IEEE 
level, Gary served as a member of 
IEEE Technical Activities Board Award 

and Recognition Committee in 2010-
2011, IEEE Technical Activities Board 
Product and Service Publication Com-
mittee in 2011-2012, IEEE Fellow 
Committee in 2012-2014, and TAB 
Periodicals Review Advisory Commit-
tee in 2015-2018.

He received Regents Distinguished 
Research Award from Oklahoma State 

University in 2009, 2011 Andrew P Sage 
Best Transactions Paper award from 
IEEE Systems, Man and Cybernetics 
Society, and 2013 Meritorious Service 
award from IEEE Computational Intelli-
gence Society. In 2012 and again in 
2017, he was elected as a Distinguished 
Lecturer for the Society. He is a Fellow 
of IEEE.

Yiu-ming Cheung
Hong Kong Baptist University, 
Hong Kong SAR, CHINA
For contributions to cluster analysis and visu-
al computing.

Yiu-ming Cheung is 
currently a Full Pro-
fessor at Department 
of Computer Science 
in Hong Kong Baptist 
University (HKBU). 
He received Ph.D. 

degree from Department of Computer 
Science and Engineering at The Chinese 
University of Hong Kong in 2000, and 
then joined the Department of Computer 
Science at HKBU in 2001. He is an 
IET/IEE Fellow, British Computer 
Society (BCS) Fellow, and Fellow of 
International Engineering and Technol-
ogy Institute, Hong Kong (IETI), as well 
as the “Chu Tian Scholars” in China.

His research interests include Com-
putational Intelligence, Statistical Learn-
ing, Intelligent Visual Computing, 
Pattern Recognition, Data Mining, and 

Watermarking. He has published over 
200 research articles and has been grant-
ed three invention patents. In recogni-
tion of his innovative work, he was 
awarded two prestigious prizes: (1) the 
Gold Medal with Distinction (i.e. the 
highest grade in Gold Medals) and (2) 
Swiss Automobile Club Prize, both of 
which were selected from 1000 new 
inventions and products of 700+ com-
petition teams from 40 countries, in 
the 45th International Exhibition of 
Invention, Geneva, in 2017. Further-
more, he was the Gold Award Winner 
of Hong Kong Innovative Invention 
Award in the Seventh Hong Kong 
Innovative Technologies Achievement 
Award 2017. In addit ion, he was 
the recipient of 2011 Best Research 
Award in Department of Computer 
Science, HKBU, and the recipient of 
Best Paper Awards in SEAL’2017, 
ISICA’2017, ICNC-FSKD’2014, and 
IWDVT’2005, respectively.

He is the Founding Chairman of 
IEEE (Hong Kong) Computational 
Intelligence Chapter and the Vice Chair 
of IEEE Computer Society Technical 
Committee on Intelligent Informatics 

(TCII). He has served in various capaci-
ties (e.g., Organizing Committee Chair, 
Program Committee Chair, Program 
Committee Area Chair, Financial Chair, 
etc.) in several top-tier international 
conferences, including WCCI 2016, 
ICDM 2006 & 2017, WI-IAT 2006 & 
2012. Currently, he is an Associate Edi-
tor of IEEE Trans. on Neural Networks and 
Learning Systems, Pattern Recognition, 
Knowledge and Information Systems (KAIS), 
to name a few.

Oscar Cordón
University of Granada, SPAIN
For contributions to genetic and evolutionary 
fuzzy systems.

Oscar Cordón re -
ceived his M.S. degree 
(1994) and his Ph.D. 
(1997) both in Com-
puter Science from 
the Univer s i ty  of 
Granada, Spain, where 

he is currently Professor at the Depart-
ment of Computer Science and Artifi-
cial Intelligence. He was the founder 
and leader of this University’s Virtual 
Learning Center (2001-2005) and is 

IEEE Fellows—Class of 2018

Gary Yen 
IEEE CIS 2017 Fellow Committee 
Chair, USA

Digital Object Identifier 10.1109/MCI.2018.2806985
Date of publication: 10 April 2018
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the Vice-President for Digital Universi-
ty since 2015. He was founding Prin-
cipal Researcher (2006-2011) and 
Distinguished Affiliated Researcher 
(2011-2015) of the European Centre 
for Soft Computing.

He has been, for more than 23 years, 
an internationally recognized contribu-
tor to R&D Programs in fundamentals 
and real-world applications of computa-
tional intelligence. He has published 
around 340 peer-reviewed scientific 
publications (including a research book 
on genetic fuzzy systems with more 
than 1230 citations in Google Scholar 
and 98 JCR-SCI-indexed journal 
papers, 55 in Q1), advised 18 Ph.D. dis-
sertations, coordinated 30 research proj-
ects and contracts (with an overall 
amount of 7.4 M€), has a granted inter-
national patent on an intelligent system 
for forensic identification commercial-
ized in Mexico and South Africa, and is 
currently or was an Associate Editor of 
16 international journals. By December 
2017, he is included in the 1% of most-
cited researchers in the world (source: 
Thomson’s  Web of  Knowledge, 
h-index = 32) and has received around 
11700 citations in Scholar Google 
(h-index = 50).

He was awarded with the IEEE CIS 
Outstanding Early Career Award in its 
2011 edition, the first such award con-
ferred; the IFSA Award for Outstanding 
Applications of Fuzzy Technology in 
2011, and the Spanish National Award 
on Computer Science ARITMEL by 
the Spanish Computer Science Scientif-
ic Society in 2014. He has taken many 
different representative positions with 
Eusflat and IEEE CIS. Among them, he 
was an elected member of IEEE CIS 
AdCom (2010-2012) as well as General 
Chair of FUZZ-IEEE 2016 and Techni-
cal Co-Chair of IEEE CEC 2015, 2017 
and 2019, FUZZ-IEEE 2020, and 
IFSA-EUSFLAT 2015.

Xinping Guan
Shanghai Jiao Tong University, 
CHINA
For contributions to stability analysis for 
time-delay fuzzy systems and intelligent con-
trol of nonlinear systems.

Xinping Guan re -
ceived the BSc de -
gree in mathematics 
from Harbin Normal 
Univer sity, P. R. 
China in 1986, and 
the Ph.D. degree in 

Control Science and Engineering from 
Harbin Institute of Technology, P. R. 
China in 1999. He is currently a Chair 
Professor at the Department of Auto-
mation, Shanghai Jiao Tong University, 
P. R. China.

His research interests include fuzzy 
control, neural network based control 
and optimization of complex systems. 
He has published more than 200 journal 
papers and co-authored 6 books. Accord-
ing to Google Scholar, his publications 
have received more than 8400 citations 
with h-index 45. Dr. Guan has made 
seminal contributions to stability analysis 
and synthesis of time delay T-S fuzzy 
systems since 1999. The generalized par-
allel distributed control (GPDC) meth-
od proposed by Dr. Guan is recognized 
as the first delay-dependent stability 
analysis for time-delay T-S fuzzy systems. 
This technique has been seen as a mile-
stone by establishing an analytical frame-
work, and the stability criteria are generally 
acknowledged as benchmarks for con-
servatism comparison by peers. He 
received the “IEEE Transaction on Fuzzy 
Systems Outstanding Paper Award for 
2005”. He also received the Second 
Pr ize of National Natural Science 
Award of China in 2008, and the First 
Prize of Natural Science Award of Min-
istry of Education of China in 2006 and 
2016, respectively.

He is/was on the editorial board of 
IEEE Trans. on Systems, Man and Cyber-
netics-Part C and five other international 
journals. He is an Executive Committee 
Member of Chinese Automation Asso-
ciation Council and the Chinese Artifi-
cial Intelligence Association Council. He 
also serves as Chair Technical Program 
Committee Member for more than 60 
international conferences. He is a “Nation-
al Outstanding Youth” awarded by 
National Natural Science Foundation of 
China, a distinguished professor of 
“Changjiang Scholar Program”, and a 

“State-level Scholar” of “New Century 
Bai Qianwan Talent Program” of China.

Haibo He
University of Rhode Island, USA
For contributions to adaptive learning.

Haibo He received 
the B.S. and M.S. 
degrees in Electrical 
Engineer ing from 
Huazhong University 
of Science and Tech-
n o l og y  ( Wu h a n , 

China) in 1999 and 2002, respectively, 
and the Ph.D. degree in Electrical Engi-
neering from Ohio University (Athens, 
USA) in 2006. From 2006 to 2009, he 
was an Assistant Professor at the Depart-
ment of Electrical and Computer Engi-
neering at Stevens Institute of Technology 
(Hoboken, USA). Currently, he is the 
Robert Haas Endowed Chair Professor 
at the Department of Electrical, Com-
puter, and Biomedical Engineering at 
the University of Rhode Island (Kings-
ton, USA).

His research focuses on adaptive 
learning and its wide applications in 
cyber-physical systems, such as smart 
grid, smart city, robotics, communication 
systems, and cyber security. He has pub-
lished one sole-author research book, 
edited one book (Wiley-IEEE) and six 
conference proceedings (Springer), and 
authored/co-authored over 280 high 
profile journal and conference papers, 
including several highly cited papers, 
IEEE Transaction cover page paper, 
spotlight paper, and best papers. His clas-
sic paper entitled “Learning from Imbal-
anced Data” (IEEE Trans. on Knowledge 
and Data Engineering, vol. 21, no. 9, pp. 
1263-1284, 2009) has received more 
than 2700 citations.

He has served the IEEE Computa-
tional Intelligence Society (CIS) at vari-
ous capacities, including Chair of IEEE 
CIS Emergent Technologies Technical 
Committee (ETTC) (2015) and Chair 
of IEEE CIS Neural Networks Techni-
cal Committee (NNTC) (2013 and 
2014). He was the Finance Chair of the 
IEEE World Congress on Computation-
al Intelligence (IEEE WCCI’16), Gener-
al Chair of the IEEE Symposium Series 
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on Computational Intelligence (IEEE 
SSCI’14), Technical Program Co-Chair 
of the International Joint Conference on 
Neural Networks (IJCNN’15), among 
others. He has served as an Associate 
Editor for IEEE Trans. on Smart Grid 
(2010-2015) and IEEE Computational 
Intelligence Magazine (2015), among oth-
ers. Currently, he is the Editor-in-Chief 
of IEEE Trans. on Neural Networks and 
Learning Systems. He was a recipient of 
the IEEE International Conference on 
Communications (IEEE ICC) “Best 
Paper Award” (2014), IEEE CIS “Out-
standing Early Career Award” (2014), 
National Science Foundation “Faculty 
Early Career Development (CAREER) 
Award” (2011), and Providence Business 
News (PBN) “Rising Star Innovator” 
Award (2011).

Jiao Licheng
Xidian University, CHINA
For contributions to artificial neural networks 
and evolutionary computation.

Licheng Jiao received 
the B.S. degree from 
Shanghai Jiaotong 
University, Shanghai, 
China, in 1982 and 
the M.S. and Ph.D. 
degree from Xi’an 

Jiaotong University, Xi’an, China, in 
1984 and 1990, respectively. Since 1992, 
he has been a Professor with the School 
of Electronic Engineering, Xidian Uni-
versity, Xi’an, where he is currently the 
Director of Key Laboratory of Intelli-
gent Perception and Image Under-
standing of the Ministry of Education 
of China.

In 1992, Dr. Jiao was awarded the 
Youth Science and Technology Award. 
In 1996, he was granted by the Cross-
century Specialists Fund from the Min-
istry of Education of China. And he was 
selected as a member of the First level of 
Millions of Talents Project of China 
from 1996. In 2006, he was awarded the 
First Prize of Young Teacher Award of 
High School by the Fok Ying Tung 
Education Foundation. From 2006, he 
was selected as an Expert with the Spe-
cial Contribution of Shaanxi Province. 
Dr. Jiao is a member of the IEEE Xi’an 

Section Execution Committee, the 
Chairman of the Awards and Recogni-
tion Committee and the Chairman of 
Computational Intelligence Society, the 
Chairman of IET Xi’an Section, the 
Vice Board Chairperson of the Chinese 
Association of Artificial Intelligence, a 
committee member of the Chinese 
Committee of Neural Networks, an 
expert of the Academic Degrees Com-
mittee of the State Council, an Associate 
Editor of IEEE Trans. on Geoscience and 
Remote Sensing, and the Chairman of 
Xi’an Chapter of IEEE Geoscience and 
Remote Sensing Society. He has pub-
lished more than 20 monographs and a 
hundred papers in international journals 
and conferences. His research interests 
include artificial neural networks, evolu-
tionary computation, image processing, 
and intelligent information processing.

Jie Lu
University of Technology Sydney, 
AUSTRALIA
For contributions to fuzzy machine learning 
and decision support systems.

Jie Lu is a Distin-
guished Professor in 
the areas of fuzzy 
t rans fer  lear n ing, 
decision support sys-
tems, concept drift, 
and recommender  

systems. She is the Associate Dean in 
Research Excellence in the Faculty of 
Engineering and Information Technolo-
gy at University of Technology Sydney 
(UTS), and the Director of Centre for 
Artificial Intelligence at UTS. She has 
published six research books and 400 
papers in Artificial Intelligence, IEEE Trans. 
on Fuzzy Systems, Decision Support Sys-
tems, other refereed journals, and confer-
ence proceedings (H-index 44, Google 
Scholar). She has won more than 20 
Australian Research Council (ARC) 
discovery and other research grants for 
over $4 million in the last 15 years. She 
serves as Editor-in-Chief for Knowledge-
Based Systems (Elsevier), Editor-in-Chief 
for International Journal on Computational 
Intelligence Systems (Atlantis), Associate 
Editor for IEEE Trans. on Fuzzy Systems, 
Editor for book series on Intelligent 

Information Systems (World Scientific), 
and has served as a guest editor of 12 
special issues for IEEE transactions and 
other international journals. She has 
delivered 20 keynote speeches at inter-
national conferences, and has chaired 
10 IEEE and other international con-
ferences. She received the first UTS 
Research Excellence Medal for Teach-
ing and Research Integration in 2010. 
She services as an ARC panel member 
(2016-2018). She is the Founding 
Chair of Australian NSW Computa-
tion Intelligence Chapter. She is a Fel-
low of IFSA (International Fuzzy 
Systems Association).

Jie Lu’s outstanding and lasting con-
tribution to computational intelligence 
focuses on integration of fuzzy tech-
niques into machine learning and 
decision support systems. She has con-
tributed to the development of theories 
and methods to cross-disciplinary re -
search including fuzzy transfer learning, 
concept drift detection and adaptation, 
fuzzy classification, fuzzy recommender 
systems and fuzzy bi-level decision-
making models and decision support 
systems. She has also pioneered real-
world applications by applying com-
putational intelligence techniques in 
e-government, e-business, logistics and 
customer retention.

Yew-Soon Ong
Nanyang Technological University, 
SINGAPORE
For contributions to memetic computation 
and applications.

Yew-Soon Ong is a 
Professor and Chair 
o f  t h e  S choo l  o f 
Computer Science 
and Engineering at 
Nanyang Technologi-
cal University (NTU), 

Singapore. He is Founding Director of 
the Data Science and Artificial Intelli-
gence Research Center (DSAIR), 
Founding Director of the A*Star SIM-
TECH-NTU Joint Lab on Complex 
Systems and Principal Investigator of the 
Data Analytics & Complex System Pro-
gramme in the Rolls-Royce@NTU 
Corporate Lab. He received his Ph.D. 
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from University of Southampton, Unit-
ed Kingdom, and has held visiting 
appointments at Massachusetts Institute 
of Technology and Honda Research 
Institute Europe.

Dr. Ong is founding Editor-In-Chief 
of the IEEE Trans. on Emerging Topics in 
Computational Intelligence, founding Tech-
nical Editor-In-Chief of Memetic Com-
puting and serves as Associate Editor of 
the IEEE Trans. on Evolutionary Computa-
tion, IEEE Trans. on Neural Network and 
Learning Systems, IEEE Trans. on Cyber-
netics, and IEEE Trans. on Big Data. His 
research interests in computational 
intelligence span across memetic com-
putation, data-centric evolutionary opti-
mization, and machine learning. Dr. 
Ong’s research has contributed to the 
academic advancement of computation-
al intelligence, particularly evolutionary 
memetic computation, earning him the 
recognition as a Thomson Reuters 
Highly Cited Researcher and cited 
amongst the World’s Most-Influential-
Scientific Minds in the field of Com-
puter Science. He received the 2015 
IEEE Computational Intelligence Mag-
azine Outstanding Paper Award and the 
2012 IEEE Transactions on Evolution-
ary Computation Outstanding Paper 
Award for his work in memetic compu-
tation. Several of his research technolo-
gies have been commercialized and 
licensed to companies and institutions. 
One of which led to the AI-enabled 
IOS ‘Dark-Dots Game’. It emerged as 
the top action game in 48 countries 
including USA, China and Singapore; 
downloaded by well over 448,000 play-
ers worldwide when launched.

At the IEEE Computational Intelli-
gence Society, he chaired the Intelligent 
Systems Applications Technical Com-

mittee (2013-2014) and the Emergent 
Technology Technical Committee 
(2011-2012). He has also served as Con-
ference Chair of the IEEE Congress on 
Evolutionary Computation, Vancouver, 
Canada, 2016.

Hava Siegelmann
University of Massachusetts 
Amherst, USA
For contributions to neural computation.

Dr. Hava Siegelmann 
is a Full Professor at 
the highly regarded 
College of Computer 
Science at the Uni-
versity of Massachu-
setts Amherst and 

director of the BINDS Lab. Her re -
search focuses on advancing the state of 
neural networks and on the emerging 
field of Lifelong Learning, which is at 
the cutting edge of Machine Learning 
and Artificial Intelligence. She is cur-
rently on a leave of absence to initiate 
and direct DARPA’s L2M lifelong 
learning program to develop computa-
tional systems capable of true learning, 
and applying prior learning to novel cir-
cumstances without retraining.

Dr. Siegelmann received her Ph.D. 
(Fellow of Excellence) in Computer Sci-
ence from Rutgers (1993) with her 
ground-breaking thesis, “Foundation of 
Recurrent Neural Networks;” Master’s 
(Cum Laude) Hebrew University (1992); 
BSc Technion (Summa Cum Laude) 
(1988). Siegelmann’s seminal paper: 
Computation Beyond the Turing Limit, 
Science (1995), and subsequent book: 
Neural Networks and Analog Computation: 
Beyond the Turing Limit (1998), outlined 
her Super-Turing theory, an entirely 
new field of computation, the only 

known alternative to Turing computa-
tion, and now, a critical element in Life-
long Learning system development. 
Siegelmann, with Vladimir Vapnik, devel-
oped Support Vector Clustering—one of 
the most widely employed hierarchical 
clustering algorithms. Siegelmann is one 
of the few scientists to have successfully 
applied neural networks to complex, 
real-world applications as with her radar, 
and nuclear power plant control systems. 
Her findings are widely cited in text-
books and papers, and taught in curricu-
la as foundational to the latest generation 
of AI and ML.

Dr. Siegelmann has held visiting 
appointments at MIT, Harvard, ETH 
Zurich, UC Berkeley, Cambridge Uni-
versity, Salk Institute, Bell Labs, NEC, the 
Weizmann Institute and more. In 2015 
the NSF named Siegelmann one of 16 
presidential BRAIN Initiative awardees; 
In 2016, the International Neural Net-
work Society (INNS) named her the 
Donald O. Hebb Awardee, and IEEE 
named her a Distinguished Lecturer. Dr. 
Siegelmann has served extensively on the 
executive boards, and numerous com-
mittees for IEEE and INNS. She has 
chaired the 2011 IJCNN and others. She 
has given plenary and keynote talks in 
over 30 international conferences and 
has served as a longtime Editor at various 
journals including Frontiers in Computa-
tional Neuroscience (Nature), Neural Net-
works, and Scholarpedia. Dr. Siegelmann 
remains highly active in supporting 
young researchers and minorities. She 
also has years of experience consulting 
with industry, creating educational pro-
grams, fundraising, and in administration 
and organization.
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   Reports
ConferenceDavid Fogel  

Natural Selection, Inc., USA

Piero P. Bonissone  
Piero P. Bonissone Analytics LLC, USA

H onolulu, Hawaii (USA) was the 
host site for the 2017 IEEE 
Symposium Series on Compu-

tational Intelligence (IEEE SSCI 2017), 
held November 27 to December 1, 
2017. This event marked the 10th anni-
versary of the first SSCI, also held in 
Honolulu (founded by David Fogel). 
Over the years, SSCI has grown into a 
flagship annual international confer-
ence on computational intelligence 
sponsored by the IEEE Computational 
Intelligence Society (IEEE CIS). The 
event differs from traditional IEEE CIS 
events in that multiple symposia across 
a wide variety of disciplines in compu-
tational intelligence are held concur-
rently. This allows a registrant to attend 
diverse technical sessions in many dif-
ferent topic areas. 

SSCI 2017 received 775 submissions 
in total from 64 countries around the 
globe. After a peer review process, 494 
papers were accepted for presentation. 
We were pleased to host more than 500 
participants at the Hilton Hawaiian Vil-
lage Resort as part of this very successful 
meeting, which included many student 
travel grant recipients, sponsored by the 
IEEE CIS.

In all, there were more than 30 sym-
posia, with many featuring keynote 
speakers and special sessions. In addition, 
free tutorials were presented across all 
the main areas of computational intelli-
gence, including neural networks, fuzzy 
logic, evolutionary computation, swarm 

Conference Report on 2017 IEEE Symposium Series  
on Computational Intelligence (IEEE SSCI 2017)

Digital Object Identifier 10.1109/MCI.2018.2806986
Date of publication: 10 April 2018

IEEE SSCI 2017 participants were treated to a beautiful rainbow to start the conference at the 
Hilton Hawaiian Village Resort. 

The poster session included approximately 80 papers across all 30+ symposia.
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Friday night fireworks concluded the IEEE SSCI 2017 event.
David Fogel (co-chair, left), Shumeet Baluja (one of two poster paper 
winners), and Piero Bonissone (co-chair, right). 

David Fogel (co-chair, left), Christian Rodriguez (one of two poster 
paper winners), and Piero Bonissone (co-chair, right). 

David Fogel (co-chair, left), Prof. Chang-Shing Lee (National University 
of Tainan, Taiwan, center), and Piero Bonissone (co-chair, right) take 
a break at the IEEE SSCI 2017 meeting.

intelligence, and complex adaptive sys-
tems, even including the physics of the 
mind. The SSCI event also featured a 
dynamic poster session, with two awards 
for the best poster papers, as well as a 
reception and banquet with Hawaiian 
music. In addition, the IEEE CIS 
Women in Computational Intelligence 
subcommittee organized a reception for 

women, students, and young profession-
als, which was attended by about 75 
participants, including members of the 
SSCI organizing committee and IEEE 
CIS Administrative Committee who 
were happy to serve as mentors. 

We’d like to thank each of the sym-
posium organizers for their efforts to 
ensure a successful series of meetings. 

We’d also like to thank Carlos Coello 
Coello, Hussein Abbass, Haibo Hai, KC 
Tan, Simon Lucas, and Gary Yen for 
their assistance as members of the orga-
nizing committee. Mostly, we want to 
thank all of the participants for helping 
make it a great and fun event!

  



Spotlight
PublicationPublication

May 2018 | IEEE CoMputatIonal IntEllIgEnCE MagazInE    13

Haibo He, Jon Garibaldi, Kay Chen Tan, 
Graham Kendall, Yaochu Jin, and  
Yew Soon Ong

IEEE Transactions on Neural 
Networks and Learning Systems

LSTM: A Search Space Odyssey, by K. 
Greff, R. K. Srivastava, J. Koutník, B. 
R. Steunebrink, and J. Schmidhuber, 
IEEE Transactions on Neural Networks 
and Learning Systems, Vol. 28, No. 10, 
October 2017, pp. 2222–2232.

Digital Object Identifier: 10.1109/
TNNLS.2016.2582924

“Several variants of the long short-
term memory (LSTM) architecture for 
recurrent neural networks have been 
proposed since its inception in 1995. In 
recent years, these networks have 
become the state-of-the-art models for a 
variety of machine learning problems. 
This has led to a renewed interest in 
understanding the role and utility of 
various computational components of 
typical LSTM variants. In this paper, we 
present the first large-scale analysis of 
eight LSTM variants on three represen-
tative tasks: speech recognition, hand-
writing recognition, and polyphonic 
music modeling. The hyperparameters 
of all LSTM variants for each task were 
optimized separately using random 
search, and their importance was 
assessed using the powerful functional 
ANalysis Of VAriance framework. In 
total, we summarize the results of 5400 
experimental runs (≈15 years of CPU 
time), which makes our study the largest 
of its kind on LSTM networks. Our 

results show that none of the variants 
can improve upon the standard LSTM 
architecture significantly, and demon-
strate the forget gate and the output 
activation function to be its most critical 
components. We further observe that the 
studied hyperparameters are virtually 
independent and derive guidelines for 
their efficient adjustment.”

Broad Learning System: An Effective and 
Efficient Incremental Learning System 
Without the Need for Deep Architecture, 
by C. L. P. Chen and Z. Liu, IEEE 
Transactions on Neural Networks and 
Learning Systems, Vol. 29, No. 1, Janu-
ary 2018, pp. 10–24.

Digital Object Identifier: 10.1109/
TNNLS.2017.2716952

“Broad Learning System (BLS) that 
aims to offer an alternative way of learn-
ing in deep structure is proposed in this 
paper. Deep structure and learning suffer 
from a time-consuming training process 
because of a large number of connecting 
parameters in filters and layers. More-
over, it encounters a complete retraining 
process if the structure is not sufficient 
to model the system. The BLS is estab-
lished in the form of a flat network, 
where the original inputs are transferred 
and placed as “mapped features” in fea-
ture nodes and the structure is expanded 
in wide sense in the “enhancement 
nodes.” The incremental learning algo-
rithms are developed for fast remodeling 
in broad expansion without a retraining 
process if the network deems to be 
expanded. Two incremental learning 
algorithms are given for both the incre-

ment of the feature nodes (or filters in 
deep structure) and the increment of the 
enhancement nodes. The designed 
model and algorithms are very versatile 
for selecting a model rapidly. In addition, 
another incremental learning is devel-
oped for a system that has been mod-
eled encounters a new incoming input. 
Specifically, the system can be remod-
eled in an incremental way without the 
entire retraining from the beginning. 
Satisfactory result for model reduction 
using singular value decomposition is 
conducted to simplify the final structure. 
Compared with existing deep neural 
networks, experimental results on the 
Modified National Institute of Standards 
and Technology database and NYU 
NORB object recognition dataset 
benchmark data demonstrate the effec-
tiveness of the proposed BLS.”

IEEE Transactions  
on Fuzzy Systems

Improving Supervised Learning Classifi-
cation Methods Using Multigranular 
Linguistic Modeling and Fuzzy Entropy, 
by J. A. Morente-Molinera, J. Mezei, 
C. Carlsson, and E. Herrera-Viedma, 
IEEE Transactions on Fuzzy Systems, 
Vol. 25, No. 5, October 2017, pp. 
1078–1089.

Digital Object Identifier: 10.1109/
TFUZZ.2016.2594275

“Obtaining good classification results 
using supervised learning methods is 
critical if we want to obtain a high level 
of precision in the classification process-
es. The training data used for the  learning 
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process play a very important role in 
achieving this objective. Therefore, it is 
important to represent the data in a way 
that best expresses its meaning. For this 
purpose, the authors propose to apply 
linguistic modeling methods in order to 
obtain a linguistic representation. With 
the help of multigranular linguistic 
modeling, data can be transformed and 
expressed using different (unbalanced) 
linguistic label sets. Expressing the data 
using linguistic expressions instead of 
numbers increases the readability and 
reduces the complexity of the problem, 
and data recovering methods allow us to 
manually control the level of precision. 
In this paper, several datasets are trans-
formed and utilized for classification 
tasks using several supervised learning 
algorithms. For each combination of 
datasets and algorithms, the data has 
been expressed using several linguistic 
label sets that have different granularity 
values. After carrying out the testing 
processes, they can conclude that, in 
some cases, reducing data complexity 
leads to better classification results. 
Therefore, it is found that linguistic rep-
resentation of the training data with just 
the necessary and sufficient precision 
can improve the reliability of the classifi-
cation process.”

Efficient Multiple Kernel Classification 
Using Feature and Decision Level 
Fusion, by A. J. Pinar, J. Rice, L. Hu, 
D. T. Anderson, and T. C. Havens, 
IEEE Transactions on Fuzzy Systems, 
Vol. 25, No. 6, December 2017, pp. 
1403–1416.

Digital Object Identifier: 10.1109/
TFUZZ.2016.2633372

“Kernel methods for classification is 
a well-studied area in which data are 
implicitly mapped from a lower-dimen-
sional space to a higher dimensional 
space to improve classification accuracy. 
However, for most kernel methods, one 
must still choose a kernel to use for the 
problem. Since there is, in general, no 
way of knowing which kernel is the 
best, multiple kernel learning (MKL) is a 
technique used to learn the aggregation 
of a set of valid kernels into a single 

(ideally) superior kernel. The aggrega-
tion can be done using weighted sums 
of the precomputed kernels, but deter-
mining the summation weights is not a 
trivial task. Furthermore, MKL does not 
work well with large datasets because of 
limited storage space and prediction 
speed. In this paper, the authors address 
all three of these multiple kernel chal-
lenges. First, they introduce a new linear 
feature level fusion technique and learn-
ing algorithm, GAMKLp. Second, they 
put forth three new algorithms, DeFIM-
KL, DeGAMKL, and DeLSMKL, for 
nonlinear fusion of kernels at the deci-
sion level. To address MKL’s storage and 
speed drawbacks, they apply the Nys-
trom approximation to the kernel 
matrices. The authors compare their 
methods to a successful and state-of-the-
art technique called MKL-group lasso 
(MKLGL), and experiments on several 
benchmark datasets show that some of 
their proposed algorithms outperform 
MKLGL when applied to support vec-
tor machine (SVM)-based classification. 
However, to no surprise, there does not 
seem to be a global winner but instead 
different strategies that a user can 
employ. Experiments with their kernel 
approximation method show that they 
can routinely discard most of the train-
ing data and at least double prediction 
speed without sacrificing classification 
accuracy. These results suggest that 
MKL-based classification techniques can 
be applied to big data efficiently, which 
is confirmed by an experiment using a 
large dataset.”

IEEE Transactions on  
Evolutionary Computation

DG2: A Faster and More Accurate Dif-
ferential Grouping for Large-Scale Black-
Box Optimization, by M. N. Omidvar, 
M. Yang, Y. Mei, X. Li, and X. Yao, 
IEEE Transactions on Evolutionary Com -
putation, Vol. 21, No. 6, December 2017, 
pp. 929–942.

Digital Object Identifier: 10.1109/
TEVC.2017.2694221

“Identification of variable interaction 
is essential for an efficient implementa-

tion of a divide-and-conquer algorithm 
for large-scale black-box optimization. 
In this paper, an improved variant of the 
differential grouping (DG) algorithm is 
proposed, which has a better efficiency 
and grouping accuracy. The proposed 
algorithm, DG2, finds a reliable thresh-
old value by estimating the magnitude 
of roundoff errors. With respect to effi-
ciency, DG2 reuses the sample points 
that are generated for detecting interac-
tions and saves up to half of the compu-
tational resources on fully separable 
functions. It is mathematically showed 
that the new sampling technique 
achieves the lower bound with respect 
to the number of function evaluations. 
Unlike its predecessor, DG2 checks all 
possible pairs of variables for interactions 
and has the capacity to identify overlap-
ping components of an objective func-
tion. On the accuracy aspect, DG2 
outperforms the state-of-the-art decom-
position methods on the latest large-
scale continuous optimization benchmark 
suites. DG2 also performs reliably in the 
presence of imbalance among contribu-
tion of components in an objective 
function. Another major advantage of 
DG2 is the automatic calculation of its 
threshold parameter ( ),e  which makes it 
parameter-free. Finally, the experimental 
results show that when DG2 is used 
within a cooperative co-evolutionary 
framework, it can generate competitive 
results as compared to several state-of-
the-art algorithms.”

IEEE Transactions on 
Computational Intelligence  
and AI in Games

Creating AI Characters for Fighting 
Games Using Genetic Programming, by 
G. Martínez-Arellano, R. Cant, and 
D. Woods, IEEE Transactions on Com-
putational Intelligence and AI in Games, 
Vol. 9, No. 4, December 2017, pp. 
423–434.

Digital Object Identifier: 10.1109/
TCIAIG.2016.2642158

“This paper proposes a character 
generation approach for the M.U.G.E.N. 
fighting game that can create engaging 
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AI characters using a computationally 
cheap process without the intervention 
of the expert developer. The approach 
uses a genetic programming algorithm 
that refines randomly generated charac-
ter strategies into better ones using 
tournament selection. The generated AI 
characters were tested by 27 human 
players and were rated according to 
results, perceived difficulty and how 
engaging the gameplay was. The main 
advantages of this procedure are that no 
prior knowledge of how to code the 
strategies of the AI character is needed 
and there is no need to interact with the 
internal code of the game. In addition, 
the procedure is capable of creating a 
wide diversity of players with different 
strategic skills, which could be poten-
tially used as a starting point to a further 
adaptive process.”

IEEE Transactions on Cognitive 
and Developmental Systems

Deep Reinforcement Learning With 
Visual Attention for Vehicle Classifica-
tion, by D. Zhao, Y. Chen, and L. Lv, 
IEEE Transactions on Cognitive and 
Developmental Systems, Vol. 9, No. 4, 
December 2017, pp. 356–367.

Digital Object Identifier: 10.1109/
TCDS.2016.2614675

“Automatic vehicle classification is 
crucial to intelligent transportation sys-
tem, especially for vehicle-tracking by 
police. Due to the complex lighting and 
image capture conditions, image-based 
vehicle classification in real-world envi-
ronments is still a challenging task and 
the performance is far from being satis-
factory. However, owing to the mecha-

nism of visual attention, the human 
vision system shows remarkable capabil-
ity compared with the computer vision 
system, especially in distinguishing 
nuances processing. Inspired by this 
mechanism, we propose a convolutional 
neural network (CNN) model of visual 
attention for image classification. A visu-
al attention-based image processing 
module is used to highlight one part of 
an image and weaken the others, gener-
ating a focused image. Then the focused 
image is input into the CNN to be clas-
sified. According to the classification 
probability distribution, we compute the 
information entropy to guide a rein-
forcement learning agent to achieve a 
better policy for image classification to 
select the key parts of an image. System-
atic experiments on a surveillance-
nature dataset which contains images 
captured by surveillance cameras in the 
front view, demonstrate that the pro-
posed model is more competitive than 
the large-scale CNN in vehicle classifi-
cation tasks.”

IEEE Transactions on Emerging 
Topics in Computational 
Intelligence

A Strategy for Self-Organized Coordi-
nated Motion of a Swarm of Minimalist 
Robots, by A. R. Shirazi and Y. Jin, 
IEEE Transactions on Emerging Topics in 
Computational Intelligence, Vol. 1, No. 5, 
October 2017, pp. 326–338.

Digital Object Identifier: 10.1109/
TETCI.2017.2741505

“Minimalist robots are functionally 
highly restricted but well suited for 
swarm robotic applications because of 

their low costs and small sizes. Connec-
tivity maintenance and collision avoid-
ance are challenging in minimalist 
swarm robotic systems due to a short 
communication range and the lack of 
positional and directional sensing. In this 
paper, we introduce a self-organizing 
control strategy for collective flocking of 
a swarm of minimalist robots with an 
aim to improve swarm connectivity and 
to reduce the chance of collision bet -
ween robots. Based on the relative 
positional information built up via col-
laborations, each robot determines a 
collision-free operational polygon. This 
scheduling scheme coordinates the 
motion of the robots by dividing them 
into one group of immobile and one 
group of mobile robots, such that each 
mobile robot is surrounded by immo-
bile robots serving as beacons. In addi-
tion, we introduce a cohesive force into 
motion planning, which has been shown 
to play an important role in maintaining 
a swarm during flocking. A new quanti-
tative metric is introduced for measur-
ing the connectivity of a swarm of agents 
with local communications, thereby, 
evaluating the performance of the pro-
posed control scheme. We run extensive 
simulations using simulated Kilobots to 
examine the influence of different 
sources of noise and the size of swarms 
on the connectivity in the swarm and 
the speed of flocking. Finally, we imple-
ment the proposed algorithm on a 
swarm of real Kilobots to compare the 
flocking performance with and without 
the proposed control strategy for coor-
dinated and collective motion.”
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m achine learning and search 
techniques play an important 
role in solving real-world com-

plex optimization problems in areas such 
as transportation, data mining, computer 
vision, computer security and software 
development, amongst others. Given the 
growing complexity of optimization 
problems, the design of effective algo-
rithms to solve these problems has become 
more challenging and time consuming. 
The design process is itself an optimiza-
tion problem. Hence, there is a demand, 
especially from industry and business, to 
automate the design process, thereby to 
remove the heavy reliance on human 
experts and to reduce the man hours 
involved in designing machine learning 
and search algorithms.

Automated design includes parameter 
tuning and control. Machine learning 
and search algorithms require parameters 
to be tuned, with the most appropriate 
parameter values being problem depen-
dent. For example, genetic operator 
probabilities have to be decided for 
genetic algorithms. Similarly, hyperpa-
rameters, e.g. the learning rate in deep 
learning, needs to be chosen. There are 
usually many options for hyperparame-
ters. Automating the selection of these 

values reduces the time and human 
expertise required for this. Automating 
parameter selection allows for the param-
eter values to be configured and adapted 
dynamically during execution of the 
algorithm, resulting in parameter-less 
algorithms. For some algorithms, e.g. 
evolutionary algorithms, it is also neces-
sary to select which operators to use. 
Automating this process allows for differ-
ent operators to be applied at different 
points in the  algorithm.

Research into automated design of 
machine learning and search algorithms 
has also focused on generating new con-
structs used by these algorithms. These 
constructs have ranged from construction 
heuristics that are used to create initial 
solutions that these algorithms optimize 
further, creating operators used by search 
algorithms, generating machine learning 
workplans and architectures, to the 
induction of solution algorithms and 
software development.

Identifying an appropriate algorithm, 
or combination of algorithms, to solve the 

problem at hand has also been investigated 
as part of automated design of machine 
learning and search algorithms. One 
approach to select an algorithm to solve a 
particular problem is to identify a correla-
tion between problem features and the 
algorithm most suitable for solving the 
problem. Rules representing a mapping of 
this relationship have been induced for this 
purpose. The second paper presented in 
this special issue examines applying trans-
formation functions to the problem fea-
tures to overcome the problems of stagnation 
and likeliness that arise in evolving and 
applying such rules.

Hyper-heuristics, specifically selec-
tion hyper-heuristics, and evolutionary 
algorithms have been examined for 
hybridizing algorithms to solve prob-
lems. For example, the first paper in this 
special issue reports on using a coevolu-
tionary algorithm to combine support 
vector machines to solve multiclass clas-
sification problems.

Various techniques have been exam-
ined for automated design, however the 
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There is a demand, especially from industry and 
business, to automate the design of machine learning 
and search algorithms, thereby removing the heavy 
reliance on human experts.
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most effective techniques have proven to 
be the machine learning and search algo-
rithms themselves. Evolutionary algo-
rithms, specifically genetic programming 
and variations thereof, have played a piv-
otal role in inducing new constructs 
such as construction heuristics, operators 
and software. Evolutionary algorithms 
have also been used for designing archi-
tectures, e.g. neural network architec-
tures, and parameter control and tuning. 
Hyper-heuristics, which explore a heu-
ristic space rather than a solution space, 
have also been shown to be effective for 
parameter control, operator selection and 
hybridizing algorithms. The final paper 
presented in this special issue critically 
examines the role played by evolutionary 
algorithms, specifically genetic program-
ming, and hyper-heuristics in software 
development and maps a way forward.

The purpose of this special issue on 
“Automated Design of Machine Learn-
ing and Search Algorithms” is to report 
on current trends in the field. Sixteen 
high quality papers were submitted for 
consideration for the special issue. After 
a rigorous review process, three papers 
were selected for publication.

The first paper, “MC2ESVM: Multi-
class Classification Based on Coopera-
tive Evolution of Support Vector 
Machines” by Alejandro Rosales-Pérez, 
Salvador García, Hugo Terashima-Marín, 
Carlos A. Coello Coello and Franciso 
Herrera, presents a coevolutionary algo-
rithm for designing a support vector 
machine approach for multiclass classifi-
cation. Support vector machines (SVMs) 
have proven to be effective at binary 
classification. However, in solving multi-
class classification problems the problem 
is decomposed into a number of binary 
classification problems and an SVM is 
used to solve each problem. This paper 
presents an approach that automates the 
process of combining SVMs to solve 
multiclass classification problems. The 
coevolutionary algorithm evolves sepa-
rate support vector machine populations 
for each of the classes. The proposed 
approach is evaluated on 25 data sets 

from the KEEL repository. Two mea-
sures are used to assess the performance 
of the approach, namely, accuracy and 
Cohen’s kappa. MC2ESVM outper-
formed both standard decomposition 
and single machine SVM methods and 
common approaches, such as random 
forests and neural networks, traditionally 
used for multiclass classification.

The second paper “Enhancing Selec-
tion Hyper-Heuristics via Feature Trans-
formation” by Ivan Amaya, José C. 
Ortiz-Bayliss, Alejandro Rosales-Pérez, 
Andrés E. Gutiérrez-Rodríguez, Santiago 
E. Conant-Pablos, Hugo Terashima-
Marín, explores the use of feature trans-
formations to improve the performance 
of selection hyper-heuristics. Selection 
hyper-heuristics are used to select a heu-
ristic for a given set of problem features. 
The set of features and the corresponding 
heuristic take the form of a rule. When 
applying a rule the features of the current 
state of the problem are compared to the 
features of each rule and the heuristic of 
the closest matching rule is applied. In 
the study presented in the paper a messy 
genetic algorithm is used to induce the 
rules. Two problems encountered when 
deriving and applying such rules are like-
liness and stagnation. The paper presents 
transformation of features as a means of 
overcoming these problems. Two types of 
transformations, namely, explicit and 
implicit, are studied and tested on con-
straint satisfaction and knapsack problems. 
The study has shown that the use of  
explicit and implicit transformations 
improves the performance of selection 
hyper-heuristics, however, combining 
both types of transformations does not 
work well.

The third paper entitled “Is Evolu-
tionary Computation Evolving Fast 

Enough?” is a position paper by Graham 
Kendall which critically evaluates the 
impact of evolutionary algorithms, spe-
cifically genetic programming and 
hyper-heuristics, on solving real world 
problems such as automated software 
development. The paper provides an 
overview of applications of evolutionary 
algorithms to problems in industry and 
emphasizes that there have not been 
many such applications. The use of evo-
lutionary algorithms by industry has not 
developed as well as other artificial intel-
ligence techniques. One of the reasons 
for this highlighted in the paper is that 
research has generally applied evolution-
ary algorithms to models of real world 
problems using benchmark sets rather 
than the real world problems themselves. 
Although genetic programming has pro-
vided the hope of “automatic program-
ming”, it has not advanced the field of 
software development to the point that 
it can easily be used by non-experts to 
develop software. Similarly, hyper-heu-
ristics have not made the anticipated 
impact on industry. The paper highlights 
the slow adoption of these techniques 
for software development out  side of 
academia and proposes a way forward 
to bridge this gap between academia 
and industry.

We would like to thank all the 
authors for submissions of high quality 
papers for the special issue. We would 
also like to thank the reviewers for their 
invaluable contribution in assessing the 
submissions to the special issue. Our 
final thanks are to the editor-in-chief 
Professor Hisao Ishubuchi for the op -
portunity to publish the special issue 
and his support and advice throughout 
the process.
 

Evolutionary algorithms, specifically genetic 
programming and variations thereof, have played 
a pivotal role in inducing new constructs such as 
construction heuristics, operators and software.
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Abstract—Support vector machines 
(SVMs) are one of the most powerful 
learning algorithms for solving classifica­
tion problems. However, in their original 
formulation, they only deal with binary clas­
sification. Traditional extensions of the bina­
ry SVMs for multiclass problems are based either 
on decomposing the problem into a number of binary 
classification problems, which are then independently 
solved, or on reformulating the objective function by solving 
larger optimization problems. In this paper, we propose MC2ESVM, an 
approach for multiclass classification based on the cooperative evolution of 
SVMs. Cooperative evolution allows us to decompose an M­class problem into M subprob­
lems, which are simultaneously optimized in a cooperative fashion. We have reformulated the optimization prob­
lem such that it focuses on learning the support vectors for each class at the time that it takes into account the 
information from other classes. A comprehensive experimental study using common benchmark datasets is car­
ried out to validate MC2ESVM. The experimental results, supported by statistical tests, show the effectiveness of 
MC2ESVM for solving multiclass classification problems, while keeping a reasonable number of support vectors.
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I. Introduction

Support Vector Machines (SVMs) [1] are powerful super­
vised learning algorithms with strong theoretical foun­
dations that have shown a high performance over a wide 
range of problems [2]–[4]. The main idea behind SVMs 

is to find the hyperplane that maximizes the separation 
between two classes, which is defined through the so­called 
support vectors. In spite of the effectiveness of SVMs in solving 
binary classification problems, real world problems often 
require discriminating among more than two classes.

Over the last years, there has been interest in extending 
SVMs to multiclass problems. These approaches can be differ­
entiated into two major groups: (1) decomposition strategies 
and (2) single machine methods. The first type of approach is 
based on decomposing the M­class problem into several bina­
ry classification problems. The most well­known decomposi­
tion techniques are the one­vs­one (OVO) and the one­vs­all 

(OVA) methods. These have been found to be quite 
effective in solving multiclass problems [5], [6]. 

However, they assume that each binary classi­
fication problem to be solved is indepen­

dent of the rest.
On the other hand, single 

machine approaches are based on 
modifying the optimization 
problem, such that the multi­
class SVM classifier is con­
structed based on solving a 
single optimization prob­
lem [7]. Nonetheless, they 
have the shortcoming of 
dealing with a more com­
plex and larger optimiza­
tion problem.

Evolutionary algorithms 
(EAs) encompass a family of 

algorithms that aim at solving 
complex optimization problems. 

EAs have been applied with success 
to the solution of different machine 

learning problems [8]–[10]. In recent 
years, several studies that hybridize EAs with 

SVMs have been reported [11]–[13]. Most of 
them deal with the hyper­parameter optimization 

problem. There are only a few attempts to deal with the 
parameter optimization problem, such as those reported in 
[14], [15]. They have, however, only focused on the classical 
binary classification problems.

This paper introduces MC2ESVM (Multiclass Classification 
based on the Cooperative Evolution of SVMs). MC2ESVM 
aims at taking advantage of the benefits of both decomposi­
tion and single machine approaches, by decomposing the mul­
ticlass problem and solving the resulting problems as 
single­objective optimization problems, optimizing the sup­
port vector for each class. This can be approached in a natural 

fashion with cooperative coevolutionary algorithms. More­
over, the inherent advantages of evolutionary algorithms allow 
MC2ESVM to handle non­positive semidefinite kernels1. The 
main contributions of this paper are the following:

 ❏ The decomposition of the multiclass problem via coevo­
lutionary optimization. This allows SVMs to be able to 
learn multiclass classifiers in a single optimization run by 
simultaneously solving a set of simpler problems. To the 
best of the authors’ knowledge, this is the first attempt to 
combine coevolutionary algorithms with SVMs for mul­
ticlass problems.

 ❏ A derivation of the optimization problem that learns the 
class­specific support vectors, considering the information 
from other classes.
The performance of MC2ESVM is assessed using a suite of 

25 multiclass classification datasets. We first compare it with 
state­of­the­art SVMs extensions in terms of the prediction 
performance and common learning algorithms. Second, we 
compare with respect to the support vectors. Afterwards, we 
assess its scalability as either the number of instances or classes 
are increased. Finally, we assess the stability of the algorithm and 
the evolutionary parameters. Our experimental results show the 
effectiveness of MC2ESVM for solving the classification task, 
while keeping a reasonable number of support vectors. These 
findings are supported by a set of non­parametric tests.

The remainder of this paper is organized as follows. Section II 
describes some preliminary concepts related to the main exten­
sion to multiclass SVM and coevolutionary optimization. Section 
III describes in detail our proposed MC2ESVM. Next, Section 
IV outlines the experimental settings for our study, while Section 
V presents the experimental results and the statistical validation. 
Finally, Section VI provides our general conclusions.

II. Preliminaries
This section discusses the main preliminaries in which our 
contribution is based. Section II­A describes the main exten­
sions proposed to solve multiclass problems using SVMs. Next, 
in Section II­B, we describe the main characteristics of coevo­
lutionary algorithms.

A. Multiclass Extensions for SVMs
A number of approaches for extending SVMs so that they can 
handle multiclass problems have been proposed. Fig. 1 shows 
the proposed methods to approach multiclass problems with 
SVMs. They are briefly discussed next.

1) Decomposition Strategies
These approaches follow the idea of dividing the multiclass 
problems into several binary classification problems. The most 
common decomposition methods for multiclass SVMs are 
the following:

 ❏ One-vs-All (OVA) [16]: OVA decomposes the M­class prob­
lem into M  subproblems. M­binary SVMs are constructed 

1Non­positive semidefinite kernels can lead to a non­convex optimization for SVMs.



20    IEEE ComputatIonal IntEllIgEnCE magazInE | may 2018

for each subproblem, such that the ith SVM is trained using 
the samples belonging to the ith class as positive samples and 
the remaining are treated as negative samples. A new sample is 
assigned to the class with the largest activation value. OVA 
introduces an artificial imbalance during the training. Thus, 
the higher the value of ,M  the higher the imbalance rate.

 ❏ One-vs-One (OVO) [17]: In OVO, an SVM is trained for 
each possible pair of classes, resulting in a total of 

/M M 1 2-^ h  SVMs. This number is usually larger than the 
one of the OVA approach. In the prediction phase, a new 
sample is classified for each SVM and the class with the 
majority vote wins. The main criticism of OVO is that when 
M  is large, the evaluation of the /M M 1 2-^ h  SVMs can 
slow down the prediction stage of the resulting OVO.

 ❏ Directed Acyclic Graph (DAG) [18]: The training phase is 
similar to OVO, resulting in /M M 1 2-^ h  SVMs construct­
ed for each pair of classes. The difference relies on the pre­
diction stage. DAG starts at the root, where an SVM is used 
to classify the test sample, and it moves either to the left or 
to the right path, depending on the predicted class given by 
the SVM. This process is repeated until a leaf node is 
reached, which indicates the predicted class. Note that, 
however, the performance of DAG depends on the SVM at 
the root node.
A comparison between these three strategies is performed 

in [24], finding that their accuracy is quite similar, with no sta­
tistical difference.

2) Single machine methods
These methods aim at solving directly the multiclass problem 
during the training phase. This is attained by modifying the 
SVM objective function, such that it simultaneously allows 

computing the multiclass classifier. For instance, in [19], authors 
propose MSVM­WW, where the single objective formulation 
for the multiclass SVM is given as follows:
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where , , \ ,q M r N1 f= " ,  is the number of training samples, 
and C  is a penalty parameter that controls the trade­off 
between accuracy and complexity.

This formulation, however, has to deal with a large number 
of slack variables. Other formulations of the objective function 
are MSVM­LLW [20], which reduces the dimensionality of the 
problem by means of a sum­to­zero constraint; MSVM­CS 
[21], which only takes into account the largest activation and 
the bias term is not considered during the training; MSVM2 
[22], which adds a quadratic function to the slack variables; and 
GenSVM [23], which uses a simplex encoding to reduce the 
dimensionality of the problem. These approaches have reported 
similar performance to those obtained by either OVA or OVO. 
Nonetheless, these methods have the disadvantage of dealing 
with larger optimization problems.

B. coevolutionary optimization
A coevolutionary algorithm is an evolutionary algorithm which 
is able to manage two or more populations simultaneously [25]. 
An important characteristic of these algorithms is that they allow 
to split the problem into different parts and assign a different 
population to each subproblem. Each population focuses its 
efforts on solving one specific part of the problem. Two different 
kinds of coevolutionary algorithms can be described:

 ❏ Competitive coevolutionary algorithms [26]. The indi­
viduals of each population compete against each other, such 
that the fitness value of an individual decreases as the result of 
an increment in the fitness value of its adversaries. Competi­
tive coevolution is normally adopted for game­like problems.

 ❏ Cooperative coevolutionary algorithms [27]. Each pop­
ulation evolves individuals representing a part of the solution. 
A complete solution is composed by joining individuals 
from all the populations. Therefore, the fitness value of an 
individual is the result of its collaboration with other indi­
viduals from other populations.
In this work, our focus is on cooperative coevolution, due to 

the fact that it allows us to decompose the multiclass classifica­
tion problem in a natural fashion, by assigning to each subprob­
lem the task of learning the set of support vectors for each class.

III. MC2ESVM: Multiclass Classification Based on 
Cooperative Evolution of Support Vector Machines
The proposed MC2ESVM aims at training a multiclass SVM in 
a single step. The multiclass classifier is defined by the set of 
support vectors of each class. MC2ESVM is based on the coop­
erative coevolutionary algorithm, in which each subpopulation 

Multiclass SVM

Decomposition
Strategies

Single Machine
Methods

OVA [16]

OVO [17]

DAG [18]

MSVM-WW [19]

MSVM-LLW [20]

MSVM-CS [21]

MSVM2 [22]

GenSVM [23]

FigurE 1 SVMs extensions for handling multiclass problems.
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optimizes the support vectors for each class at the same time 
that it considers the other subpopulations for solving the multi­
class problem. Algorithm 1 describes MC2ESVM. Generally, it 
follows these steps:
1) In line 1, for each class, a population is randomly created. 

The number of variables for each population depends on 
the number of samples in the training set for the given class.

2) In lines from 3 to 5, the fitness value is assigned for each indi­
vidual of each class (population). For doing so, an individual 
from other classes is randomly selected to build the multiclass 
classifier. This is part of the cooperative coevolution.

3) Lines from 7 to 16 are the evolutionary process, as follows:
a) Line 9 selects the best individual from other classes and 

the evolutionary operators are applied to create an off­
spring, in line 11.

b) Line 12 computes the fitness value of the offspring 
solution by concatenating it with the best solutions 
from other classes.

c) In line 13, the best solutions among the parents and off­
spring are selected to be included in the next generation.

4) Once the evolutionary process is over, the final solutions, 
i.e., the support vectors for the multiclass problem are 
obtained from the best individuals of each class; this is 
done in line 17.

The details of MC2ESVM are given in the remainder of this 
section. First, in Section III­A, we explain the optimization 
problem for finding the support vectors for a multiclass prob­
lem. Next, Section III­B presents the representation adopted in 
the evolutionary optimization as well as the evolutionary oper­
ators. Section III­C describes the final steps to construct the 
multiclass SVM and in Section III­D, we discuss the extension 
to learn nonlinear functions.

A. Fitness Functions: optimization problem
In MC2ESVM, each subproblem aims at learning the support 
vector for a given class label. Therefore, the optimization prob­
lem for the rth class is formulated as follows:
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where nr  is the number of samples for the rth class.
For the sake of simplicity, we have omitted the bias term in 

our formulation. Moreover, since a population is focused on 
learning the support vectors for a single class, the class label is 
not part of Equation 2. This leads to a simpler dual problem, 
with no additional constraints. For the dual formulation, the 
constraint is incorporated in the objective function by using the 
Lagrange multipliers:
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Setting the partial derivatives to zero gives:
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Substituting Equations 4 and 5 in Equation 3, gives the fol­
lowing dual optimization problem:
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At this point, Equation 6 learns the support vectors for a 
single class label. Since the goal of MC2ESVM is to gain bene­
fit from the cooperative evolution of each class label, an 
ad ditional term is added to Equation 6 that considers the infor­
mation from other classes. Thus, the optimization problem in 
cooperative evolution is stated as:

 
,min n

C

2
1 1

0subject to

x x xP
,

i
r

i j

n

j
r

i j i
r

i

n

r i

n

i

i
r

1 1 1i
r

r r r

# #

a a a

a

- +
a = = =

^ h/ / /
 

(7)

Algorithm 1 MC2ESVM.

require: ,X  the set of samples,
   ,Y  the set of classes labels,
   ,c  the regularization term,
   ,p  the population size,
   ,E  maximum number of evaluations.
Ensure: The set of support vectors
 1:  Generate randomly an initial population, Py  for each  

class y Y!

 2:  for each y Y!  do
 3:   Select randomly an individual from each class y yY!l

 4:   Construct full solutions by combining the selected indi-
viduals of each class

 5:   Evaluate the full solutions using the fitness function
 6:  end for
 7:  while a stopping criterion is not met do
 8:   for each y Y!  do
 9:     Select the best individual from each population 

y yY!l

10:     for each individual in the current class do
11:       Apply evolutionary operators to create an offspring
12:       Evaluate the offspring with the fitness function
13:       Add the offspring to the next generation if it 

improves its parents
14:     end for
15:   end for
16:  end while
17:  Construct the final solution based on the best individuals  

of each population
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where , , \q M r1 f! " ,  is the index class with the largest activation.
Thus, by adding this term, we penalize the errors that occur 

in the multiclass classification. In other words, MC2ESVM 
punishes those solutions that do not work well together.

In the next section, we describe the representation of the 
solutions and the evolutionary operators used in MC2ESVM.

B. Representation
In MC2ESVM, each class works with the others in a coopera­
tive fashion. As we have previously mentioned, each population 
manages the instances for a specific class. A representation 
scheme of the population is shown in Fig. 2.

Each population consists of P  individuals. All populations 
share the same individual representation. Since the goal is to 
optimize the a  vector from Equation 7, a real­valued repre­
sentation is adopted. Moreover, the number of variables of 
each population depends on the number of instances available 
in the training set for each class2. By using this representation, 

the number of variables is not increased in the optimization 
task, as usually happens with other methods. Moreover, all 
populations are evolved simultaneously and each of them deals 
with simpler problems.

The a  vector of each individual in each population is ran­
domly initialized. For doing so, each variable of an individual 
has a probability of 0.5 to take a value in the range , ;C0^ @  oth­
erwise, it takes a value of 0.

The individuals in each population are evolved. This is 
attained by using the differential evolution operator [28], which 
generates a new child solution as follows:
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where CR and F  are two control parameters and , ,s t u  and v
are the indexes for the current individual, which acts as the 
parent solution, and three randomly selected individuals from 
the rth population.

Finally, the child solution is added to the population for the 
next generation in the evolutionary process if and only if it 
improves the sth parent; otherwise, the current parent is kept.

c. Building the Multiclass SVM
Once the coevolutionary process is over, the next step is to 
build the multiclass classifier. This is done by selecting from 
each population the member that gets the highest score in the 
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FigurE 2 Population scheme used in MC2ESVM.

2For example, in a three­class problem, with 50 instances of class 1, 80 instances of 
class 2, and 100 instances of class 3; the number of variables to optimize in subpopula­
tions 1, 2, and 3 are equal to 50, 80, and 100, respectively.
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objective function and by concatenating the solutions. This can 
also be shown in Fig. 2.

It is worth noting that solutions with 0i
r 2a  are considered 

the support vectors. These solutions represent the multiclass 
classifier learned by MC2ESVM. A new instance xt  is classified 
as follows:

 ,argmaxy x xt i
r

i SV
i t

r
r

a=
!

/  (10)

where SVr  represents the set of support vectors from the rth class.

D. Learning nonlinear SVMs
The optimization problem presented in Equation 7 learns a 
linear function from the training data. For learning nonlinear 
functions, the so­called kernel trick is used with SVMs. By using 
the kernel trick in MC2ESVM, the inner product, , ,x xi  in 
Equations 7 and 10, is replaced by a Kernel function, , .K x xi^ h  
Some commonly used kernel functions are the following [29]:

 ❏ Linear kernel: , ,K x x x xi i=^ h

 ❏ Polynomial kernel: , ,K 1x x x xi i
d= +^ ^h h

 ❏ Radial basis function kernel: , eK x xi
x xi

2

= c- -^ h

where ,d c are adjustable parameters for the above kernel functions.

IV. Experimental Setup
In this section, we describe the experimental settings in our 
study. In Section IV­A, we present the datasets used in our 
experimental study. Section IV­B describes the algorithms that 
are used to compare the performance of MC2ESVM. Finally, 
Section IV­C presents the performance measures and statistical 
tests used to assess each algorithm.

A. Datasets
A set of 25 datasets available in the KEEL repository [30], [31] 
are used in our experimental study. Since we want to assess the 

behavior of the proposed MC2ESVM in multiclass problems, 
the datasets have been chosen based on the number of classes, 
i.e., those with more than two classes. Table 1 shows some 
characteristics of these datasets, such as the number of instances, 
the number of features, the imbalance rate (IR)3 and the num­
ber of classes.

These datasets have been partitioned into 10 training/test 
subsets by using the k­fold cross validation technique. Further­
more, features have been pre­processed in order to have zero 
mean and unit standard deviation.

B. considered Algorithms
Several multiclass extensions are used to compare the perfor­
mance of MC2ESVM with respect to them. The selection of 
these extensions is based on their availability on public frame­
works, such as KEEL and MSVMpack [7]. Concretely, these 
extensions are the following:

 ❏ Decomposition strategies using the sequential minimal 
optimization (SMO) [32] implemented in KEEL: 

OVO —OV— A
 ❏ Single machine methods available at MSVMpack: 

—MSVM —MSVM-CS

—MSVM-LLW —MSVM-WW

2

For all cases, a radial basis function (RBF) kernel is used, 
because it is one of the most popular and effective kernels used 
with SVMs [33]. Regarding the hyper­parameter configuration 
of each method, and for the sake of allowing a fair comparison, 
the values of the hyper­parameters are tuned for each method 
in each dataset, as it is suggested in [33], [34]. For doing so, we 
used a random search for the hyper­parameters optimiza­
tion [35], by randomly sampling 100 points for the kernel’s 

TABlE 1 Description of the datasets used in our study. For each dataset, we show the number of instances,  
the number of attributes, and the number of classes.

iD DATASET ATTS. inSTS. ir ClASSES iD DATASET ATTS. inSTS. ir ClASSES

1 AuToMobilE 25 203 5.69 6 14 NEwThyroid 5 215 3.48 3

2 bAlANCE 4 625 4.25 3 15 PENbASEd 16 10,992 1.05 10

3 ClEVElANd 13 303 3.87 5 16 SATiMAGE 36 6,435 1.73 6

4 CoNTrACEPTiVE 9 1,473 1.55 3 17 SEGMENT 19 2,310 1.00 7

5 dErMAToloGy 34 366 2.17 6 18 SPliCE 60 3,190 1.77 3

6 EColi 7 336 15.27 8 19 TAE 5 151 1.04 3

7 GlASS 9 214 3.60 6 20 TExTurE 40 5,500 1.00 11

8 hAyES-roTh 4 132 1.47 3 21 VEhiClE 18 846 1.05 4

9 iriS 4 150 1.00 3 22 VowEl 13 990 1.00 11

10 lEd7diGiT 7 500 1.16 10 23 wiNE 13 178 1.30 3

11 lyMPhoGrAPhy 18 148 18.30 4 24 yEAST 8 1,484 11.65 10

12 MArkETiNG 13 8,993 1.48 9 25 Zoo 16 101 3.20 7

13 MoVEMENT librAS 90 360 1.00 15

3The IR is computed as the average of the IR of all pairwise classes.
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parameter in the range , ,2 210 2
c = -6 @  and for the regularization 

parameter ,C 2 24 10= -6 @ for all methods. Each configuration is 
tested and the one with the best score in accuracy is chosen for 
each dataset.

It is worth noting that during the experiments, some con­
figurations for the single machine methods available at MSVM­
pack were unable to converge to an optimal solution. Thus, we 
have modified the code in order to allow a maximum number 
of evaluations of the objective function, which was fixed to 
200,000. This limit is also set for all methods. Furthermore, in 
the case of MC2ESVM, the convergence criterion is defined as 
having an improvement in the best solution after 10 iterations 
lower than 0.001. MC2ESVM also requires some additional 
parameters, which are common in evolutionary algorithms. 
These parameters were set as follows:

 ❏ Population size = 20
 ❏ Crossover Rate (CR) = 0.8
 ❏ Differential weight (F ) = 1.6
We have further considered the set of common learning 

algorithms: Random Forest (RF), Multi­Layer Perceptron 
(MLP), K­Nearest Neighbor (KNN), and Naïve Bayes (NB), 
for comparison. To allow a fair comparison, the hyper­parame­
ters of these methods are tuned. In RF, the number of trees is 
adjusted in the range , ;1 1006 @  in MLP, the learning rate is 
tuned in the range ,0 16 @ and the number of neurons , ;1 1006 @  
KNN, the neighborhood size is determined in , .1 106 @

c. performance Measures
We have considered two different metrics for measuring the 
performance of MC2ESVM and the reference methods. The set 
of metrics are accuracy and Cohen’s kappa, which are 
described next:

 ❏ Accuracy (Acc) is a common metric for assessing the per­
formance of supervised learning algorithms. It indicates the 
ratio of samples that are correctly classified, i.e.,

 Acc N TP1
i

M
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=
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 where TPi  is the number of correctly classified sam­
ples from class .i

 ❏ Cohen’s kappa K^ h measures the degree of agreement 
between two observations: the predicted class and the 

correct one. An easy way of computing Cohen’s kappa is 
as follows:
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 where Pi  is the number of predicted samples as class i  and 
Ti  is the number of samples from class .i

Cohen’s kappa ranges from –1, indicating total disagree­
ment, through 0 (random classification), to 1, which indicates a 
perfect agreement.
In order to support the comparisons, a set of non­parametric 

statistical tests is used. Non­parametric tests are widely recom­
mended for a safe and robust comparison of multiple classifiers 
over multiple datasets by [36]–[38]. In this study, we have used the 
Friedman Aligned Ranks test to compare among multiple algo­
rithms, and the Holm’s procedure is used to find out which algo­
rithms are distinctive. In all cases, the significance level is set to 

. .0 05a =  A description of these tests can be found in [37], [38].

V. Experimental Results and Their Analysis
This section presents the results obtained in our experimental 
study and analyzes them. In Section V­A, we report the results 
of MC2ESVM and the reference methods using the set of mul­
ticlass datasets. Section V­B analyzes and compares the support 
vectors found by each method. Section V­C, we assess the scal­
ability of the proposed MC2ESVM with respect to the number 
of classes and the number of samples. Finally, in Section V­D we 
analyze the stability of MC2ESVM.

A. classification performance
The aim of this study is twofold. First, comparing the perfor­
mance of MC2ESVM with respect to other SVM formulations 
for multiclass problems. Second, comparing against standard 
learning algorithms.

1) Comparing with SVms multiclass Extensions
In this first part of our study, we assess the performance of 
MC2ESVM when it is compared with several extensions of 
SVMs for multiclass problems. Table 24 shows the average 
results obtained from the 25 datasets.

Table 3 shows the ranking obtained by Friedman’s Aligned 
Ranks both with accuracy score (Acc) and Cohen’s Kappa 

.K^ h  We further show the adjusted p­value with the Holm’s 
test ( ).pHolm  Note that MC2ESVM is set as a control method 
because the purpose of our study is to compare the perfor­
mance of our proposal against the rest.

Observing the results in Tables 2 and 3, we can highlight 
the following:

 ❏ The worst performance of MC2ESVM is obtained in the 
Balance and the Vehicle datasets, which have three and four 

TABlE 2 Comparison between MC2ESVM and the SVM 
formulations for multiclass problems.

METhoD Acc K
MC2ESVM 0.8167 ± 0.1787 0.7424 ± 0.2437 

oVA 0.7920 ± 0.1897 0.7044 ± 0.2683

oVo 0.8003 ± 0.1868 0.7031 ± 0.2880

MSVM2 0.7682 ± 0.1886 0.6648 ± 0.2697

MSVM-CS 0.7958 ± 0.1970 0.7157 ± 0.2651

MSVM-llw 0.7795 ± 0.1967 0.6715 ± 0.2988

MSVM-ww 0.7808 ± 0.1949 0.6875 ± 0.2705

4The detailed results on each dataset and the hyper­parameters values of each method 
are provided as supplementary material. The supplementary material and source code 
are available at http://ccc.inaoep.mx/~arosales/resources/MC2ESVM.tar.gz.
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classes, respectively. On the other hand, its best performance 
is shown in the Cleveland, Ecoli, and Zoo datasets, which 
have at least five classes each.

 ❏ It is worth noting that, in general, MC2ESVM significantly 
performs better than reference methods in datasets with 
imbalance rates greater than 1.5 and with five or more class­
es. This may be explained due to the fact that OVO with a 
large number of classes, significantly increases the number of 
binary classifiers, leading to an ensemble with a more com­
plex decision function. OVA, on the other hand, artificially 
makes higher this imbalance.

 ❏ On well­balanced problems, the performance of MC2ES­
VM and reference methods are quite similar, regardless of 
the number of classes.

 ❏ MC2ESVM statistically outperforms most of the SVM for­
mulations for handling multiclass problems. In fact, it is sta­
tistically better in five out of six methods for the accuracy 
score and in four out of six methods for Cohen’s Kappa sta­
tistic, under the considered level of . .0 05a =

 ❏ MSVM­CS and the OVO decomposition are clearly the 
most competitive multiclass SVMs for the proposed 
MC2ESVM. These competitive performances can also be 
noted in the lack of a statistically significant difference when 
Cohen’s Kappa is considered.

 ❏ The difference between MC2ESVM and OVO in accuracy 
is marginal, but in Cohen’s Kappa, MC2ESVM clearly out­
performs OVO. This is an interesting point to observe 
because the hyper­parameters for each method were done 
by considering the accuracy as the main criterion. Thus, 
MC2ESVM is not overfitted to this criterion.

 ❏ Except for MSVM­CS, the rest of the multiclass SVMs 
based on modifying the objective function showed a low 
performance. This may be due to the fact that they have to 
deal with a larger optimization problem than those based 
on decomposition.

 ❏ OVO can be highlighted as the best method based on 
decomposing the problem into multiple binary classification 
problems, while MSVM­CS is an outstanding method from 
those based on modifying the optimization problem.
The Holm’s test has reported no statistically significant dif­

ference between MC2ESVM and OVO neither between 
MC2ESVM and MSVM­CS, when the multiple comparison is 
done by considering all methods. This may be due to the num­
ber of algorithms in the comparison and the fact that those 
algorithms have influence on the rank computation and also in 
the post­hoc [39]. Therefore, we have thoroughly inspected 
these three algorithms by comparing them. With this aim, 
Table 4 shows the statistical comparison when considering 
these methods. MC2ESVM is again considered as a control 
method in the test. Based on this more focused test, we can 
note that indeed the differences between MC2ESVM and the 
reference methods (OVO and MSVM­CS) are statistically sig­
nificant at the considered level.

Fig. 3 graphically depicts a comparison of the computation­
al time for each method. This figure represents the probability 

that a given method learns the multiclass SVM in a given 
amount of time. From it, we can note:

 ❏ Both OVO and OVA are the best ones, and have virtually 
the same performance.

 ❏ MC2ESVM is the second best one, requiring at most, 
30 seconds for solving each benchmark problem.

 ❏ Single machine methods are clearly the slowest ones. 
This is due to the fact that they deal with a larger optimiza­
tion problem.

 ❏ In the best case, single machine methods required around 
280 seconds to ensure solving each dataset.

 ❏ Among all SVMs multiclass extensions, MSVM­CS is the 
worst one in terms of computational time.

TABlE 3 Average rankings of the methods computed  
with Friedman Aligned Ranks (FAR) and Holm’s adjusted 
p-values (pHolm).

METhoD 

Acc K
FAr pholm FAr pholm

MC2ESVM 50.28 — 51.20 —

oVo 70.36 0.1611 75.30 0.1128

MSVM-CS 83.82 0.0385 78.54 0.1128

oVA 92.78 0.0091 94.56 0.0074

MSVM2 103.44 0.0008 102.94 0.0015

MSVM-ww 105.04 0.0007 101.12 0.0020

MSVM-llw 110.28 0.0002 112.34 0.0001

TABlE 4 Average Friedman Aligned Ranks (FAR) and Holm’s 
adjusted p-values (pholm) for the best methods.

METhoD 

Acc K
FAr pholm FAr pholm

MC2ESVM 27.16 — 27.96 —

oVo 39.92 0.0385 41.74 0.0254 

MSVM-CS 46.92 0.0027 44.33 0.0161
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FigurE 3 Probability of each method to learn a Multiclass SVM clas-
sifier in a given amount of time.
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2) Comparing with other learning algorithms
In this section, our goal is to contrast the performance of 
MC2ESVM with common learning algorithms. To this end, 
RF, MLP, KNN, and NB are chosen as reference methods.

Table 5 shows the reported results obtained by each meth­
od on each dataset and Table 6 shows the ranking for each 
algorithm computed with the Friedman’s Aligned Ranks 
method and the adjusted p­values with the Holm’s test. Observing 
these results, we stress the following:

 ❏ MC2ESVM achieves, on average, the highest scores both on 
the accuracy and Kappa statistics metrics.

 ❏ Among the reference methods, RF is the most competitive, 
since it has no statistically significant difference with respect 
to MC2ESVM.

 ❏ NB is generally the worst one. The exception is on the 
Splice dataset, where it achieves the best performance. This 
may be explained due to the inductive bias of this algo­
rithm, which assumes independence between attributes.

B. Analyzing the Support Vectors
The aim of this study is twofold. First, by comparing the num­
ber of support vectors generated by each method, this can give 
insights about the complexity of the learned model. Second, 
we show the effect in the decision function for each method.

For the first case, Fig. 4 graphically depicts the distribution 
of the number of support vectors resulting from each method. 
Based on it, we can stress the following for this first part:

 ❏ MC2ESVM, OVO, OVA, MSVM­WW, and MSVM­LLW 
are quite similar in terms of the number of learned support 
vectors.

 ❏ MSVM­CS and MSVM2 are the worst performers under 
this criterion. This can be explained due to the fact that 
these methods deal with a large number of variables during 
the optimization process. Furthermore, MSVM­CS does 
not consider the bias in its formulation, which can also 
explain this behavior.
The second goal of this study is to contrast the decision 

boundaries learned by each method. For illustrative purpos­
es, we have generated an artificial dataset with two features 
and three classes. This artificial dataset is best known as the 
Madelon dataset and it is generated following the method­
ology proposed in [40]. A noise level of 10% is induced in 
this dataset.

Fig. 5 graphically depicts the decision regions that are 
learned by each method. Fig. 5(a) shows the training points 
used to fit the model’s parameters. Figs. 5(b) to 5(h) show the 
region for each class generated by each method. From this, the 
following can be noted:

 ❏ MC2ESVM seems to better capture the regions of each 
class, by exhibiting well­defined regions for each. Moreover, 
MC2ESVM is able to learn a simpler function, which does 
not show a wiggle shape.

 ❏ OVO and OVA show overlapped regions. This may be 
explained due to the fact that both OVO and OVA work 
by solving several binary classification problems, indepen­
dently, which leads to regions of uncertainty.

 ❏ In general, MSVM­CS and MSVM2 generate more com­
plex decision boundaries than the other methods. This is 
also consistent with the fact that they are the ones with the 
highest number of support vectors, which can be consid­
ered a measure of the model’s complexity.

 ❏ MSVM­WW has the highest overlapped area. This is also 
consistent with its low performance in the classification task.

c. Analyzing the Scalability
The aim of this study is to assess the scalability of MC2ESVM 
with respect to the number of classes and the number of train­
ing instances. In order to perform these studies, we have ge ­
nerated a set of artificial datasets, following the methodology 

TABlE 6 Average rankings of the methods computed  
with Friedman Aligned Ranks (FAR) and Holm’s adjusted 
p-values (pHolm).

METhoD 

Acc K

FAr pHolm FAr pHolm

MC2ESVM 35.28 — 37.60 —

rF 53.76 0.0713 56.62 0.0634

MlP 61.04 0.0239 59.26 0.0634

kNN 77.22 0.0101 78.42 0.0101
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FigurE 4 boxplot for the number of support vectors generated by 
each method.

TABlE 5 Comparison between MC2ESVM and RF, MLP,  
KNN, and NB.

METhoD Acc K

MC2ESVM 0.8167 ± 0.1787 0.7424 ± 0.2437

rF 0.8048 ± 0.1742 0.7229 ± 0.2417

MlP 0.7932 ± 0.1837 0.7164 ± 0.2511

kNN 0.7607 ± 0.2020 0.6638 ± 0.2873

Nb 0.7238 ± 0.1934 0.6319 ± 0.2577
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proposed in [40], as in the previous study, but with the follow­
ing considerations:

 ❏ For assessing the scalability with respect to the number of 
classes, the datasets are generated by varying the number of 
classes from 3 to 15. In all cases, a set of 25 features and 
1,500 samples are fixed.

 ❏ For assessing the scalability with respect to the number of 
instances, the number of classes is fixed in 3 and the number 
of features is kept in 25. The number of instances for each 
dataset ranges from 800 to 6,000, with a step size of 400.

Fig. 6 depicts the behavior of MC2ESVM under these con­
ditions. Based on these figures, we can remark the following:

 ❏ The number of evaluations increases as either the number 
of instances or the number of classes is increased. This is 
an expected result, since MC2ESVM deals with more com­
plex problems.

 ❏ The number of classes seems to be more harmful in the scal­
ability of MC2ESVM. This may be due to the fact that, as 
the number of classes grows, the complexity of the decision 
boundaries is increased, making harder the recognition. 

(a) Artificial Dataset (b) MC2ESVM (c) OVO (d) OVA

(e) MSVM-WW (f) MSVM-LLW (g) MSVM-CS (h) MSVM2

FigurE 5 decision boundary for each of the SVM multiclass extensions.
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Another factor that also contributes to this is the cooperative 
approach, which decomposes the problem, having a popula­
tion for each class. Thus, the number of evaluations of the 
objective function increases, at least, by a factor of the num­
ber classes. However, since each population works with the 
instances of the corresponding class, the computation 
requires a lower computational cost.

D. Analyzing the Stability
Due to the stochastic nature of the cooperative evolutionary algo­
rithm in MC2ESVM, another interesting issue is concerned with 
its stability. Thus, in order to assess it, we have carried out two 
analyzes. On the one hand, the classification performance over 
different replications is determined. On the other hand, we exam­
ine the parameters of the evolutionary algorithm.

For the first part, we have performed 15 replications of 
MC2ESVM over each dataset. Fig. 7 shows the mean and stan­
dard deviation. From it, we can note how MC2ESVM is able to 
get virtually the same performance in all replications. Thus, 

MC2ESVM exhibits a stable behavior, showing a low variance 
in the classification performance.

The remaining issue to analyze is the evolutionary parame­
ters. Since MC2ESVM uses differential evolution operators, we 
have tested it by varying the value of the differential weight (F ) 
and the crossover rate (CR). Fig. 8 shows the performance on 
five representative datasets when these parameters are varied.  
Fig. 8(a) shows the effect of varying F in the range [0.1, 2.0] and 
Fig. 8(b) for CR in the range [0.1, 1.0]. Based on these results, a 
value in the range [1.5, 1.7] for the F parameter and in the range 
[0.6, 0.9] for the CR parameter, are good recommendations.

VI. Conclusions
This paper introduced a multiclass classification approach based 
on the cooperative evolution of support vector machines, called 
MC2ESVM. The method is general in the sense that it subsumes 
the decomposition­based and the single­machine methods. 
MC2ESVM is intuitive and takes advantages of the cooperative 
evolution to decompose the classification problem, such that 
each subproblem faces the learning of the support vectors to the 
specific class, but acting in a cooperative fashion by considering 
the information of the other classes.

Unlike decomposition­based extensions, MC2ESVM is able 
to capture in a single model the multiclass classification problem, 
leading to a simpler decision function than the one obtained by 
fusing multiple binary classifiers. In contrast with single machine 
methods, MC2ESVM does not increase the number of variables 
to be optimized, deriving in a simpler optimization problem 
with no additional constraints. These features make the pro­
posed extension a more flexible approach.

The experimental evaluation over a set of 25 common bench­
mark datasets shows that MC2ESVM is able to outperform most 
of the multiclass SVM extensions. This claim is supported by a set 
of non­parametric tests with a level of significance of . .0 05a =  
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MC2ESVM for each dataset.
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The experimental results have also revealed that MC2ESVM per­
forms better on problems with an imbalance rate higher than 1.5 
and with a number of classes greater than five. MSVM­CS excels 
as the most competitive among the single machine methods. 
OVO stands as the best method from those based on binary 
decomposition. This finding is also confirmed in [5]. A focused 
analysis of these two prominent methods and MC2ESVM 
revealed that the latter is able to statistically perform better. 
MC2ESVM does not seem to be overfitted to the hyper­parame­
ters optimized by the accuracy criterion. In fact, it shows a greater 
improvement on Cohen’s Kappa when it is compared to the 
other methods. Furthermore, the computational time required by 
MC2ESVM is not as high as that of existing single machine 
methods. In fact, it requires a reasonable time for learning a 
model, similar to that required by decomposition­based methods. 
Thus, it has benefitted from the advantages of each approach.

Another interesting conclusion is that MC2ESVM showed 
to be able to learn simpler functions than most of the methods 
based on adapting the optimization problem. OVO and OVA, 
on the other hand, suffer from generating regions whit high 
uncertainty. Finally, the most important criterion for scalability 
of MC2ESVM is the number of classes, which increases the 
number of evaluations in the optimization.

An advantage of EAs is that they will allow SVM to handle 
non­positive semidefinite kernels. This type of kernel leads to a 
non­convex optimization problem, narrowing their applicabili­
ty to the quadratic solver of SVMs. As part of our future work, 
we will analyze the performance of MC2ESVM on non­posi­
tive semidefinite kernels. Another interesting path for future 
research is to deepen into the interaction scheme of solutions 
of different populations. Finally, exploiting the parallelizable 
nature of EAs to handle the so­called Big Data problems is 
another interesting topic for future research.
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Abstract—Hyper-heuristics are a novel tool. They deal with 
complex optimization problems where standalone solvers 
exhibit varied performance. Among such a tool reside selection 
hyper-heuristics. By combining the strengths of each solver, 
this kind of hyper-heuristic offers a more robust tool. However, 
their effectiveness is highly dependent on the ‘features’ used to 
link them with the problem that is being solved. Aiming at 
enhancing selection hyper-heuristics, in this paper we propose 

two types of transformation: explicit and implicit. The first one 
directly changes the distribution of critical points within the 
feature domain while using a Euclidean distance to measure 
proximity. The second one operates indirectly by preserving the 
distribution of critical points but changing the distance metric 
through a kernel function. We focus on analyzing the effect of 
each kind of transformation, and of their combinations. We test 
our ideas in the domain of constraint satisfaction problems 
because of their popularity and many practical applications. In 
this work, we compare the performance of our proposals 
against those of previously published data. Furthermore, we 
expand on previous research by increasing the number of ana-
lyzed features. We found that, by incorporating transformations 
into the model of selection hyper-heuristics, overall perfor-
mance can be improved, yielding more stable results. However, 
combining implicit and explicit transformations was not as 
fruitful. Additionally, we ran some confirmatory tests on the 
domain of knapsack problems. Again, we observed improved 
stability, leading to the generation of hyper-heuristics whose 
profit had a standard deviation between 20% and 30% smaller.
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I. Introduction

H yper-heuristics have emerged in recent years as a 
strategy for combining the strengths of different 
heuristics into a single method. Their aim is to pro-
vide more flexibility when solving a wider variety 

of optimization problems [1]. Initially, authors used the term 
hyper-heuristic to describe heuristics for choosing heuristics. 
Nowadays, this definition also includes the automatic genera-
tion of heuristics. Thus, hyper-heuristics operate at a higher 
level of generality by working with low-level heuristics rather 
than by solving a problem. Burke et al. present an in-depth 
survey about the topic in [1].

Selection hyper-heuristics represent a subset that relies on a 
mechanism for interpreting the problem state and deciding the 
most suitable heuristic to apply. One of the main challenges for 
automating this decision is how to properly characterize such a 
state, to allow a correct mapping to heuristics. There are differ-
ent ways to get such a mapping. Examples include machine 
learning [2] and evolutionary algorithms [3]. Despite this, the 
effectiveness of the selection depends greatly on the predictive 
power of the feature set [4].

Feature preprocessing is a major step in data mining and it 
plays a central role in the generalization performance of the 
models. This step encompasses selection, generation and trans-
formation [5]. Feature selection seeks to choose a subset of the 
most relevant features, for the problem at hand. Feature genera-
tion focuses on getting a new set of more discriminating fea-
tures by combining primitive ones. Feature transformation aims 
at adapting the set of features to help learning algorithms 
improve their learning stage. Xue et al. offer a comprehensive 
review on feature selection and generation in [6], [7]. Similarly, 
other authors give an in-depth discussion on feature transfor-
mation in [5], [8].

In recent years, there has been an interest in studying feature 
preprocessing for hyper-heuristics. Outstanding applications 
include [9]–[11]. In [9], Smith-Miles and Lopes studied the rela-
tionships between critical features of problem instances and algo-
rithm performance. Besides, Montazeri explored feature 
selection through genetic algorithms in [10]. Additionally, Hart et 
al. analyzed the effect of feature generation in hyper-heuristics 
[11]. Most early studies in hyper-heuristics have focused on fea-
ture selection or feature generation while neglecting an analysis 
of feature transformation to empower hyper-heuristics. The only 
work in this regard is [12], where several transforming functions 
were proposed. Such functions required a manual tuning of 
parameters. Moreover, the authors failed to assess their scalability 
beyond two dimensions, and its generalization for several prob-
lem domains. To the best of our knowledge, no previous study 
has adapted the transformation functions and explored kernel 
transformations [13]. Our hypothesis is that doing so may facili-
tate the rule-creation process (see Sect. V-A). This, in turn, may 
allow selection hyper-heuristics to work on higher dimensional 
spaces and for a broader set of domains, enhancing them.

Thus, this paper makes two main contributions. First, it pro-
poses explicit transformations, based on linear and S-shaped 

functions, with parameters tailored to the distribution of each 
feature. Second, it exchanges the distance function for one 
using a radial basis function kernel. Our experimental results 
confirm the validity of the proposed methods for improving 
the performance of selection hyper-heuristics in two optimiza-
tion domains.

The rest of the paper is organized as follows. Section II 
presents the preliminaries for properly understanding this work. 
We delve in the inner workings of a hyper-heuristic, and on 
the problems related to using features directly. Moreover, we 
present work previously done to explore the feasibility of using 
feature transformations. In this section we also present the main 
ideas regarding kernels and our test domain. Afterwards, we 
describe our proposed approach (Section III), focusing on the 
definition of the transformations. Section IV describes the 
experimental methodology adopted in this work, which was 
split into four stages. Section V presents the obtained data and 
their discussion. Striving to facilitate the meaning of our data, 
we split this section into the same four stages as Section IV. 
Finally, the conclusions and some possible paths for future work 
are laid out in Section VI.

II. Preliminaries
We begin this section by describing what hyper-heuristics are 
and how they operate. We focus on selection hyper-heuristics 
since it is the approach used in this work, although it is worth 
highlighting that other types of hyper-heuristics exist. After 
that, we explain two problems related to features and how 
transforming them may prove helpful. We then summarize the 
main idea behind a previously reported work dealing with fea-
ture transformations. We wrap this section up by discussing the 
main ideas behind a notion known as Kernel and the domain in 
which we carry out our experiments.

A. Hyper-Heuristics
The No-Free-Lunch (NFL) theorem [14] implies that there is 
no algorithm that best solves all kinds of problems. Thus, a 
recent and recurring alternative is to use a strategy for combin-
ing many feasible solvers. Each of the problems that requires 
being solved is usually referred to as an “instance”. Even if this 
is a clever way to try and circumvent the restrictions posed by 
the NFL theorem, a recursive problem arises: the algorithm 
selection problem [15]. Here, focus migrates to finding a proper 
way to carry out the selection in such a way that turns out to 
be beneficial. Several approaches rely on this idea to improve 
the generality of their solution method [16], [17], but detailing 
them is beyond the scope of this manuscript.

Throughout this work we use an evolutionary hyper-heu-
ristic model proposed in [18]. This model falls into the category 
of selection hyper-heuristics, and it is depicted in Fig. 1. The 
idea is to solve a given instance using a combination of algo-
rithms, ruled by a “selector”. The pillar for this idea is that a 
partially solved problem may not be as efficiently solved by the 
same algorithm and, thus, a change should be made. To identify 
the moment in which it is appropriate to switch the solver, this 
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model represents the problem by a set of features. These can be 
as simple as the size of the problem, or as complex as a relation 
between different values of each problem.

It is worth mentioning that the hyper-heuristic model used 
in this work closely resembles Learning Classifier Systems (LCS). 
Similarities focus on the way rules are generated and how they 
are applied based on the problem features. In fact, there are some 
works for selection hyper-heuristics that deepen into the way 
LCS can generate or be used as hyper-heuristics [19], [20].

As can be seen in Fig. 1 (left), the user provides four ele-
ments. The first one is the set of instances that will be solved. 
The second one is an objective function for measuring the 
quality of the solution. The remaining ones are the set of fea-
tures and solvers. Using these information, the model randomly 
selects a subset of instances for training itself. For a given selec-
tor, the hyper-heuristic selects the first instance and calculates 
its features, FT. With this starting point, it calculates the Euclid-
ean distance to each rule, and applies the action (i.e., the heu-
ristic) of the closest one. This process is depicted in Fig. 1 
(right). After an action, the problem state changes. The process 
is repeated until the instance is solved. At this point, the hyper-
heuristic moves to the next instance and the process continues 
until finishing all of them.

As mentioned before, the model used in this work has the 
ability to train itself. Here, this means an iterative procedure, 
where a messy genetic algorithm evolves a population of selec-
tors. To do so, the process described above is carried out for 
each selector, and the objective function defined by the user 
guides the evolution. In this work, we used a steady-state con-
figuration with a population size of 20, a crossover rate of 1.0 
and a mutation rate of 0.1. Furthermore, we allowed the algo-
rithm to run for 100 cycles (i.e., generations).

1) an Illustrative Example
Aiming to better clarify how selection hyper-heuristics work, 
we now present a simple, but useful, example. Imagine a prob-

lem where you have a set of items and need to split them into 
two subsets with the lowest possible difference. Therefore, the 
quality of a solution can be measured through Eq. 1, where 
itemx

y  represents element x  from subset ,y  and Ny  represents 
the number of elements in subset .y

 .Q item itemi j
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One way of solving this problem requires two steps. First, assign 
all items to a single subset (i.e., subset 1). Then, choose some 
items for moving to the other subset (i.e., subset 2). Here, item 
transfer should stop if subset 2 represents, at least, half the items. 
Item selection can be done through two low-level heuristics: 
the Max load, and the Min load. Both can perform well or 
poorly, depending on the problem instance. For example, if the 
set of items is [10 1 1 1 1 1 1 1 1 1 1 1 1], both heuristics yield 
a perfect split ( )Q 0= . However, if the set is [10 9 8 1 1 2 2 1 1 
1 1 1 1], the quality is 15 for the Max heuristic and 1 for the 
Min heuristic. Moreover, if the set comprises [10 3 4 2 10 10 1 
1 1 1 1 1 1], the Max heuristic yields a solution with Q 14=

while the Min yields one with .Q 6=
A hyper-heuristic may represent a better approach, but it 

requires a way of mapping features to actions (i.e., the rules). 
Here, a single feature F1^ h can be defined as shown in Eq. 2, 
and one rule can be defined for each action.
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Figure 2 shows a sample set of rules (top) and its corre-
sponding zone of influence (bottom). This means that, whenev-
er the feature value is below 0.25, an item will be moved 
following the Max heuristic. For higher feature values, it will 
be moved according to the Min heuristic. For example, consid-
er the last instance. The first two items will be selected using 
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FigurE 1 Overview of the hyper-heuristic model (a) and its inner workings (b). In this framework, the problem state is a vector that characteriz-
es the instance being solved in its current stage. The hyper-heuristic contains a set of rules where the condition is represented also by a vector 
and their action corresponds, in this case, to specific heuristics.
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the Max heuristic, since feature values are 0 and 0.22. When 
selecting the third item, the feature value goes up to 0.43. Thus, 
from this point onward all items are selected using the Min 
heuristic, until the feature becomes, at least, equal to 0.5. 
Through this approach, problem instances one and three can be 
perfectly solved (i.e., Q 0= ), while the second one can be 
solved with ,Q 1=  thus making it a better solver.

B. Problems Derived from Using Features Directly
Using the aforementioned model with raw features may exhibit 
two drawbacks [12]: likeliness and stagnation. The former 
appears when two problem instances with similar features are 
best solved by different actions (e.g., at the boundary of regions 
best solved by both actions). Should one rule (from the selector) 
be closest to both states, one of them would not be solved in 
the best possible way. Similarly, if problem states best solved by 
the same action are apart, clustering them frees up space to dis-
tribute them among other actions. Figure 3 shows an example 
of both scenarios. In the figure, each circle represents the best 
location for a rule, and their corresponding actions are given by 

.Ai  The square marker represents the current state of a prob-
lem, indicated by ,FT  and where the action to be taken, ,AT  
must be decided by using the closest point. However, on the left, 
rules one and three are so clustered that a small error when 
placing them (e.g., when evolving), could lead to a wrong deci-
sion. At the right, transformations help by clustering alike 
regions and expanding troublesome ones, allowing for a 
smoother change in the performance of a selector-in-training.

The second problem, to which we refer to as stagnation, is 
related to the nature of optimization procedures [12]. During 
the first iterations, improvements are significant and quite com-
mon. As the search progresses, they become less frequent and 
less significant. For our hyper-heuristic model, stagnation 
reflects on a population of selectors with small differences in 
both, features and performance. Nonetheless, by transforming 
features we can expand part of the feature space, allowing for a 
bigger variation which may lead to improvements.

C. Previous Work Related to Feature Transformations
Feature transformation is an active research field in machine 
learning, where the idea is to use information from the original 
features to create new ones with improved predictive power. 
Several methods have been proposed. Some of the best known 
methods are normalization, standardization, and polynomial 
transformation [5]. An emerging area is the use of evolutionary 
computation for taking into account the behavior of the recog-
nition system [6]. In spite of its success, this approach is compu-
tationally costly.

We have previously studied feature transformation for 
improving the performance of selection hyper-heuristics. In 
[12], we applied Eq. 3, where K 5=  is a parameter we deter-
mined empirically, and which behaves as shown in Fig. 4. To 
improve upon that idea, in this work we test two new transfor-
mations and a way for tailoring them to each feature (Sect. III).
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D. Kernels
Kernel functions implicitly embed mapping functions, and 
were popularized by Support Vector Machines [21] and the so-
called kernel trick. This has enabled them to learn nonlinear 
functions, greatly improving their performance.

Max Min Stop

0.25 0.50 10

R A =
0.20 Max
0.30 Min

FigurE 2 An example of a set of rules (top) and its corresponding 
zone of influence (bottom).
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Roughly speaking, a kernel is a mathematical function that 
computes the inner product between two vectors in a higher 
(and possibly infinite) dimensional space without explicitly per-
forming the mapping. A kernel function, ,K  for two points, 
x 1^ h and ,x 2^ h  is expressed in Eq. 4, where , ··  is the inner 
product between two vectors.

 , , .K x x x x1 2 1 2U U=^ ^ ^^ ^ ^ ^h h hh h h h  (4)

Some common kernels are shown in Eq. 5, Eq. 6, and Eq. 7, 
respectively, where $  is the Euclidean norm and d  and c  are 
adjustable parameters.

 , ,KLinear Kernel: x x x xL
1 2 1 2=^ ^ ^ ^ ^hh h h h  (5)

 , ,K 1Polynomial Kernel: x x x xP
d1 2 1 2= +^ ^^ ^ ^ ^h hh h h h  (6)

 
, .K

Radial basis function Kernel:

ex x || ||
RBF

1 2 x x1 2 2

= c- -^ ^ ^ ^ ^

hh h h h  
(7)

E. Domain Under Study: Constraint  
Satisfaction Problems (CSPs)
There are many practical applications for a CSP [22], [23]. 
These problems can be defined by a set of variables, ,V  where 
each variable v V!  contains two pieces of information: its 
domain Dv^ h and its constraints .C^ h  The former represents 
the finite set of available values for the variable, while the latter 
restricts combinations of the variable with others. Solving a 
CSP, thus, requires assigning a feasible value to every variable (a 
process known as “instantiation”) in such a way that all con-
straints are satisfied [12].

A recurring approach for solving CSPs is to use a tree rep-
resentation explored in a depth-first manner. Details are omit-
ted due to space restrictions, but interested readers are referred 
to [12], [18] for more details on this. We simply mention that 
every node represents the assignment of one variable. Further-
more, constraints must be checked after arriving at each node 
to verify the feasibility of a solution.

Eight features were considered for this work as an attempt 
to incorporate information from the distribution of the 
 constraints and conflicts in the instance. The set of features is 
consistent with the ideas considered in [18]:

 ❏ Constraint density (p1): The constraint density is a mea-
sure of the proportion of constraints within the instance; the 
closer the value of p1 to 1, the more constraints exist within 
the instance.

 ❏ Constraint tightness (p2): The constraint tightness esti-
mates how difficult the constraints are to be satisfied. 
Higher values indicate instances more likely to be unsatis-
fiable. The tightness of a constraint represents the propor-
tion of conflicting tuples within such a constraint. Then, 
the constraint density of an instance is calculated as the 
average constraint tightness among all the constraints in 
the instance.

 ❏ Clustering coefficient (c): This feature considers the 
instance as a graph where variables are represented as nodes 
and constraints as edges. The local clustering coefficient of 
a variable measures how close their neighbors are to being 
fully connected. The clustering coefficient of an instance is 
the average of the local clustering coefficients among all 
the variables.

 ❏ Upper and lower constraint density quartiles (UQp1 
and LQp1): These two features provide information of the 
distribution (based on the upper and lower quartiles) of 
the constraint density of the individual variables within 
the instance.

 ❏ Upper and lower constraint tightness quartiles 
(UQp2 and LQp2): The same idea than in the previous 
feature but focused on the constraint tightness of each partic-
ular constraint.

 ❏ Kappa (l): This concept is suggested in the literature as a 
general estimation of how restricted a combinatorial prob-
lem is [24]. If l  is small, the problems usually have many 
solutions to their size. When l  is large, instead, the prob-
lems often have few solutions or have none at all.
Along with the features previously described, four com-

monly used heuristics are given as tools for hyper-heuristics:
 ❏ DOM: DOM instantiates first the variable that is more 
likely to fail. DOM estimates how likely a variable is to fail 
by counting the number of values in its domain, and choos-
es the variable with the fewest available values.

 ❏ DEG: This heuristic selects the variable involved in the max-
imum number of constraints with unassigned variables [25].

 ❏ KAPPA: It selects the next variable such that the new 
subproblem minimizes the l  factor for the whole 
in stance [24].

 ❏ WDEG: WDEG attaches a weight to every constraint of 
the problem [26]. The weights are initialized to one and 
increased by one whenever its respective constraint fails dur-
ing the search. Then, the weighted degree of a variable is cal-
culated as the sum of the weights of the constraints in which 
the variable is currently involved. WDEG gives priority to 
the variable with the largest weighted degree.
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In all cases, the performance of the methods for solving 
CSPs was measured by using at least one of the following 
metrics [12]:

 ❏ Consistency Checks (CC): Total revisions of constraints 
after an instance ends, such that the larger the number of con-
straints, the more expensive the search becomes. This value is 
used in the objective function during the training phase of the 
hyper-heuristics.

 ❏ Adjusted Consistency Checks (ACC): Similar to the pre-
vious one, but discarding instances where the solver times out.

 ❏ Success Rate (SR): Relation between the number of 
completed and tested instances. The higher the rate, the bet-
ter the solver.

III. Our Proposed Approach
We explore two fronts for improving the predictive power of 
features in selection hyper-heuristics: explicit and implicit trans-
formations. Our motivation for doing so is twofold. The first 
one is that original features may change a lot throughout the 
first iterations, but eventually arrive at a point of negligible 
change. By using feature transformations this behavior could be 
delayed. The second one is that part of the feature space may be 
wasted by considering feature values that never (or scarcely) 
appear in practice and that belong to the same solver. Through 
feature transformation these regions could be compressed, rais-
ing the importance of regions that belong to different solvers. 
We now provide the main elements of each transformation, and 
throughout this work we also explore the eventual benefit of 
combining them (see Sect. IV).

A. Proposed Explicit Feature Transformations
This section presents two explicit transformations for a single fea-
ture ( ).i  Expressions are given in terms of a midpoint ( ),Mi and a 
half-width ( ).Wi  For this work, we considered that every point in 
the training set may be meaningful within the test set and should 
be preserved. Thus, we defined ( ))/min f 2+( ( )max fMi i i=  and 

( ))/ .min f 2-( ( )max fWi i i=  Here, fi  is a vector containing the 
values of feature i  for the training instances. Figure 5 shows the 
location of all instances used in this work (except for the confir-
matory testing; please refer to Sect. IV for more details). This plot 
corresponds to information yielded by a Principal Component 
Analysis (PCA) that was used to reduce the data from eight to 
two features. Moreover, data have been separated into training 
(stars) and testing (diamonds). Besides, the train/test ratio that will 
be used in the tests was also considered here. As Fig. 5 shows, 
unsolved and solved instances are spread out throughout the fea-
ture domain. Furthermore, the unsolved training instances (black 
stars) that seem away from the other ones actually share their 
location with unsolved testing instances (magenta diamonds). 
Therefore, if the hyper-heuristic uses this information during its 
training, it may perform better. Besides, as instances are solved, 
their features shift locations until reaching the spot indicated by 
red stars (training instances) and by green diamonds (testing 
instances). Using the transformation from [12] does not guarantee 
that every value will be included. On the other hand, using the 

current proposal, the hyper-heuristic can adapt to the data pre-
sented in the training instances.

Figure 6 shows both transformations. The idea is to map 
values within a given range to the full feasible interval, i.e., 
[ , ]0 1 . In the Linear case (top), the way in which the feature is 
distributed remains unaffected by using Eq. 8. In the S-shaped 
case (bottom), extreme values are smoothed out and the middle 
region is highlighted via Eq. 9.
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B. Proposed Implicit Feature Transformation
The above methods preserve low-dimensionality of the prob-
lem. This, however, can be a shortcoming when dealing with a 
complex distribution of instances, e.g., when instances best 
solved by different heuristics are very close. One way to ease 
this issue is by mapping to a higher dimensional space. To do so, 
a selection hyper-heuristic must compute the similarity 
between the set of rules and an instance, in this new feature 
space. Without loss of generality, here we assume the squared 
Euclidean distance. Let x 1^ h and x 2^ h be two points in the orig-
inal m-dimensional feature space. Expanding the polynomial of 
the squared Euclidean distance reveals that, in the new feature 
space, this value can be computed by the inner products of the 
mapped instances. Thus, we use the kernel trick to perform this 
mapping since kernel functions allow performing an implicit 
mapping of features, yielding Eq. 10.

, , , , .d K K K2x x x x x x x x2 1 2 1 1 1 2 2 2= - +^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^h h h hh h h h h h h h

 (10)

Using kernels is a more general approach since it subsumes 
the previous ones. Indeed, it can be shown that the linear ker-
nel corresponds to the original feature space. In this paper, we 
focus on the Radial Basis Function (RBF) kernel, because it is 
one of the most popular and effective in the literature [27]. The 
RBF kernel, Eq. 7, has one adjustable parameter, which we set 
as / ,N1 fc =  where N f  is the number of features.

The RBF kernel can be regarded as a similarity measure 
between two instances. One way to visualize its effect is through 
Visual Assessment of similarity Tendency (VAT) images [28]. In 
this kind of images, each element is compared to all others using 
a similarity measure. Data is usually stored in matrix form (sorted 
by each cluster of data). Therefore, each value in the matrix rep-
resents the similarity between the element given by the row and 
the one given by the column. Afterwards, an image is created to 
reflect each similarity value in the matrix with a color: the darker 
the color, the more similar elements are. Thus, black patches indi-
cate groups of data as similar as possible, while white regions 
indicate maximum dissimilarity between the pair of elements.

Figure 7 compares a VAT image with the Euclidean dis-
tance (left) against one with the RBF kernel (right). This evi-
dences the benefit of using a kernel (since regions are more 
clearly separated). Therefore, this approach swaps the traditional 
“distance calculation” block from Fig. 1, by one using the ker-
nel shown in Eq. 7. Since selection hyper-heuristics choose a 
heuristic based on the similarity to a set of rules, having too 
many can lower their performance by creating overlapped 
rules. Kernel methods can overcome this issue by their implicit 
mapping to a higher dimensional space (Fig. 8).

IV. Methodology
We followed a four-stage methodology (Fig. 9). Also, we consid-
ered the same 322 instances from [12] split in the same way: 5% 
for training and 95% for testing. Data are publicly available1, and 
can be identified as: geom, ehi-85 and bqwh-15-106.

A. Preliminary Testing
This first stage tries to determine an eventual gain from using 
transformations to enhance the predictive power of features. 

Therefore, we study the distribution of 
original and explicitly transformed fea-
tures. We also study their effect on the 
zones of influence of each training in -
stance. It is worth remarking that, at this 
stage, the eventual gain from the kernel-
based approach cannot be estimated, 
since its calculations are done on the fly.

B. Initial Testing
A second stage selects the features used in 
[12] (i.e., p1  and p2). With this, we create 
15 different selection hyper-heuristics for 

(a) (b)

FigurE 7 VAT image using Euclidean distance (a) and kernel-based 
distance (b).

Kernel Mapping

FigurE 8 Separating the set of rules from a low dimensional space through a kernel mapping to 
a higher dimensional one.

1https://www.cril.univ-artois.fr/~lecoutre/benchmarks.
html
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each scenario (i.e., with no transforma-
tion and for the Linear, Exponential, 
S-shaped, and RBF kernel). We also 
include experiments for the combination 
of kernel with Linear and S-shaped 
transformations. This leads to 105 selec-
tion hyper-heuristics (15 × 7). First, we 
present their average performance. We 
compare it against standalone heuristics 
and baseline selection hyper-heuristics 
(i.e., with no transformation). Moreover, 
we compare our data against that of a 
synthetic oracle, which can perfectly pre-
dict the best solver for tackling each 
instance. Because such solver does not 
exist, we build it by using the best solu-
tion (among the base heuristics) for each 
instance. We consider it important to highlight that such a process 
is infeasible for a real application, but useful as a benchmark.

As a second approach, we analyze how stable the data are. 
We focus on the success rate and on the search cost of each 
selection hyper-heuristic (see Sect. II-E). We wrap this section 
up with a one-tailed Wilcoxon statistical test to determine sig-
nificant increases in the performance of each approach.

C. Advanced Testing
This stage deepens the previous one by analyzing the effect of 
transformations over the whole set of eight features (see Sect. II-E). 
Again, we run 15 repetitions of each experiment. We also deter-
mine the performance gain of using each transformation. More-
over, we execute a one-tailed Wilcoxon statistical test to determine 
whether a significant performance increase can be achieved.

D. Confirmatory Testing
In this final stage, we explore the generality of our proposed 
approach. Therefore, we select a different domain and generate 30 
base selection hyper-heuristics and 30 with the best transforma-
tion (more about this in Section V-D). In this work, we chose 
the knapsack problem, mainly due to its popularity and usefulness, 
and because knowledge about this combinatorial optimization 
problem is widespread. Our tests consider two sets of 600 instanc-
es each: one with 50 items, and one with 100 items. Each set was 
built up with the instances from [29], covering groups 11 to 16. 
In accordance with previous tests, we trained each selection 
hyper-heuristic using 5% of the instances (i.e., 30).

In this stage, selection hyper-heuristics can select among 
four popular heuristics. The first three select the item based on 
the maximum profit, the minimum weight, or the best profit/
weight ratio, respectively. The fourth one selects items in their 
default order. Moreover, selection hyper-heuristics map an 
instance based on seven features calculated over the items 
remaining in the instance. Three of them use information from 
the profit, and correspond to the mean, median, and standard 
deviation. Another three correspond to the mean, median, and 
standard deviation of the weight. The final one is a measure of 

the correlation between profit and weight. It is important to 
highlight that each metric is normalized so that their values fall 
in the [ , ]0 1  range. Therefore, the first three features are divided 
by the maximum profit within the instance. The next three 
ones are, thus, divided by the maximum weight. The final fea-
ture is increased by one and divided in half. Please bear in mind 
that the maximum values are dynamic as they are calculated 
from the items remaining in the instance.

Lastly, but not less important, it is worth mentioning that total 
profit is used as the metric for two events. The first one is train-
ing the selection hyper-heuristics. The second one is assessing the 
eventual performance gain derived from the transformation. Also, 
it is important to highlight that the aforementioned profit corre-
sponds to the sum of profits achieved on each instance. As such, 
throughout training profit is calculated over 30 instances, but it is 
calculated over 570 throughout testing. As before, we run a one-
tailed Wilcoxon statistical test to determine whether a significant 
increase in profit can be achieved.

V. Results and Discussion
This section presents the main results of our work. To make 
things easier for the reader, the structure presented in the 
methodology (Sect. IV) is preserved, reserving one subsection 
for each main stage.

A. Preliminary Testing
Figure 10 shows the distribution of all features in the training 
set, and their transformations. In most cases, the S-shaped trans-
formation expands representative data more than the Linear 
transformation does. Also, in all cases the median of the former 
was lower than that of the latter. Another thing worth mention-
ing at this point is that the model used in a previous work does 
not expand the feature range from zero to unity. However, it 
allows for values all the way to zero (see Figure 4). This may 
provide it with more flexibility for advanced stages of the search 
where features may migrate to lower regions.

Figure 11 shows the regions that each instance influences. 
Data are shown for the original features (left), and for the ones 
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FigurE 9 Overview of the four-stage methodology adopted in this work.



38    IEEE ComputatIonal IntEllIgEnCE magazInE | may 2018

1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 p
1

1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 p
2

1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 κ

1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 c

1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 U
Q

p 1

1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 U
Q

p 2

1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 L
Q

p 1
1.0

0.8

0.6

0.4

0.2

0.0
O L S E

F
ea

tu
re

 L
Q

p 2

(a) (b) (c)

(d)

(g) (h)

(e) (f)

FigurE 10 Distribution of all features: Original (O) values and those with Linear (L), S-shaped (S), and Exponential (E) transformations. Crosses: 
outliers between . IQR1 5 *  and .IQR3 *  Circles: outliers beyond .IQR3 *  IQR: Interquartile range.

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

F
ea

tu
re

 p
2 

(O
)

F
ea

tu
re

 p
2 

(S
)

F
ea

tu
re

 p
2 

(E
)

Feature p1 (O)

(a)

0.0 0.2 0.4 0.6 0.8 1.0

Feature p1 (S)

(b)

0.0 0.2 0.4 0.6 0.8 1.0

Feature p1 (E)

(c)

FigurE 11 Example of how transformations affect the regions of influence created by each instance, considering two features. Data are shown 
for the Original (O) values and those with S-shaped (S) and Exponential (E) transformations. Elements in magenta represent ties.



may 2018 | IEEE ComputatIonal IntEllIgEnCE magazInE    39

transformed using the S-shaped (middle) and the previously 
reported (right) approaches. As shown, the region beyond 

.p 0 61 =  and .p 0 62 =  is un  used, and thus wasted. On the con-
trary, there is a region at . .p0 3 0 51# #  and .p 0 22 =  (approxi-
mately) where different kinds of instances are mixed up. By using 
both transformations, the wasted space is reduced and distributed 
throughout the remaining regions, broadening the zones in con-
flict and thus making them easier to separate.

B. Initial Testing
A comparison of each base heuristic against a synthetic oracle 
reveals that the latter performs a lot better (Fig. 12). Even so, this 
only implies that there is a latent benefit derived from an appro-
priate combination of each heuristic. Nonetheless, Oracle data 
were generated in a synthetic fashion by analyzing the perfor-
mance of each standalone heuristic at each instance and selecting 
the best one. Thus, it represents a Utopian scenario where a 
perfect selection was carried out. In spite of this, and as it was 
expected, all selection hyper-heuristics (including those with no 
transformation) performed better than standalone heuristics. 
Moreover, all transformations exhibited an average performance 
quite close to that of the synthetic oracle (highlighted bar in 
green) in terms of both, number of 
adjusted consistency checks and success 
rate. Even so, the S-shaped transforma-
tion completed, on average, a bit more 
instances than the other approaches 
(highlighted bar in blue). The kernel-
based approach was computationally 
cheapest (highlighted bar in red). It is 
also important to remark that, even the 
worst transformations were not so bad. 
In fact, the Linear transformation yielded 
a success rate 3% higher than the best 
performing heuristic (i.e., DOM) while 
requiring about 60% less ACC. Besides, 
the combination of kernel with S-shaped 
transformations required only 7% more 
ACC than the best heuristic (i.e., 
KAPPA) but increased the success rate in 
22%. A comparison of the average behav-
ior of selection hyper-heuristics with no 
transformation is also interesting. For this, 
we focus on search cost and on success 
rate. The best transformations shifted the 
success rate by 8% and by 10% (respec-
tively), while requiring about 20% less 
ACC (in both cases).

Selection hyper-heuristics were dis-
tributed in an interesting fashion (see 
Fig. 13). For starters, all transformations 
increased the median success rate in over 
10%. Two of them (S-shaped and kernel) 
also reduced the median cost of the 
search in about 20,000 consistency 

checks. Alas, the Linear and the previously proposed transforma-
tions (identified as ‘Exponential’) led to a more computationally 
expensive search path, increasing the median number of consis-
tency checks. However, this number corresponds to the number 
of validations that must be performed in those instances where 
the solver could find a solution within the time limit. Therefore, 
this increase in cost could be derived from the additional instanc-
es that were solved. Figure 13 also includes data for the combi-
nations of explicit and implicit transformations. We did so 
striving to analyze whether merging them led to a better perfor-
mance. As shown, even if the performance improves, only the 
Linear transformation yields a behavior similar to that of the ker-
nel. Though seemingly enhancing the success rate, it hinders the 
search cost. For the S-shaped transformation, however, including 
the kernel-based distance hampers performance, leading to less 
successful and more costly selection hyper-heuristics.

A Wilcoxon statistical test yielded the p-values shown in 
Table 1. The S-shaped and both mixed (i.e., K+L and K+S) 
transformations had a higher success rate than the original 
approach (p-values below 0.05). Even so, the p-value of the 
pure kernel (0.0548) was not too high, which makes it an 
alternative worth keeping in mind. Analyzing the search cost 
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reveals that no approach boasted a huge improvement over the 
original one. Nonetheless, the S-shaped transformation per-
formed best, with a p-value of 0.0855.

C. Advanced Testing
Migrating to more features worked in favor of selection hyper-
heuristics (Fig. 14). The median SR of all solvers increased to 
about 90% (even that of the selection hyper-heuristic with no 
transformation). Nonetheless, all transformations were still help-
ful since they increased the stability of this metric (i.e., SR), 
yielding only a few outliers with poor performance. The median 
number of required consistency checks was also reduced in 
about 50,000. Moreover, it was reduced to about one half for the 

worst performing hyper-heuristic. Even so, and similarly than 
with two features, the kernel-based approach was the one which 
reduced the most the variation in the cost of the search. Further-
more, again, combining both kinds of approach yielded mixed 
results. In fact, it was helpful for the Linear transformation. It is, 
however, not so much for the S-shaped one, since they became 
less successful and more costly than without the kernel.

This time around, the Wilcoxon statistical test revealed the 
p-values shown in Table 2. As can be seen, the pure kernel 
approach performed remarkably well (p-value of 0.0003). This 
makes it virtually safe to assume that its success rate is signifi-
cantly higher than that of the original approach. Another result 
worth mentioning is that of the exponential transformation 

(p-value of 0.0276). Despite this, no 
approach provided a p-value below 
0.10 when testing the search cost. Nev-
ertheless, the pure kernel approach 
exhibited a standard deviation reduced 
by almost 40%.

D. Confirmatory Testing
The pure kernel transformation was the 
only one that proved to be statistically 
better than the original approach dur-
ing the previous phases. Hence, we 
selected it as our best approach and 
used it for this stage. Figure 15 shows 
the distribution of the performance 
achieved by 30 selection hyper-heuris-
tics with no transformation (O), and by 
30 with the kernel-based distance (K). 
The standard deviation of the profit was 
reduced by almost 30% (going from 
44,275 to 31,900), for instances with 50 
items (left). For instances with 100 
items (right), it was reduced by almost 
20% (going from 143,175 to 118,864). 
Moreover, statistical evidence (p-value 
of 0.02073) supports the claim that ker-
nel-based distance produces, on average, 
more competent heuristics than Euclid-
ean distance. Our data suggests that, as 
the problem increases in difficulty (rep-
resented by more items), the approach 
that relies on the kernel-based distance 
remains more stable.
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TablE 2 P-values of the Wilcoxon statistical test (eight 
features), between the original approach and each 
modification. L: Linear. E: Exponential. S: S-shaped. K: Kernel. 
K+L: Kernel+Linear. K+S: Kernel+S-shaped. SR: Success rate. 
ACC: Adjusted consistency checks.

METric l E S K K+l K+S 

SR 0.1577 0.0276 0.3145 0.0003 0.5335 0.2858

ACC 0.2668 0.5000 0.1497 0.1403 0.1595 0.5659

TablE 1 P-values of the Wilcoxon statistical test (two 
features), between the original approach and each 
modification. L: Linear. E: Exponential. S: S-shaped. K: Kernel. 
K+L: Kernel+Linear. K+S: Kernel+S-shaped. SR: Success rate. 
ACC: Adjusted consistency checks.

METric l E S K K+l K+S 

SR 0.2107 0.2502 0.0325 0.0548 0.0343 0.0492

ACC 0.4098 0.7466 0.0855 0.2214 0.1313 0.5659
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VI. Conclusions and Future Work
Throughout this work we defined two approaches for carrying 
out an explicit transformation of features, and one for doing so 
implicitly. Our aim was to improve the performance of selection 
hyper-heuristics. We tested these ideas, and their combinations, 
on the widely used domain of CSPs. We found that, when con-
sidering two features, all transformations help the selection 
hyper-heuristic to generate solvers that perform closer (on aver-
age) to a synthetic oracle. Moreover, the S-shaped and the ker-
nel-based transformations increased the median SR in about 
15% while decreasing the median search cost in about 20,000 
ACC. This means that both approaches led to a higher number 
of instances being solved while reducing the cost of solving 
them. Even so, combining both ideas did not prove fruitful. Lin-
ear transformation was the only one enhanced by adding the 
kernel, improving its success rate but hindering its search cost.

Increasing the number of features up to eight did not work as 
well for the S-shaped transformation as it did for the kernel. This 
time around the median success rate of both approaches lurked 
around 90%, but only the latter exhibited almost no variation 
(except for a few outliers). Similarly, the search cost was better 
through both approaches. In fact, the median search cost of the 
S-shaped transformation was the lowest one, being 5,000 adjusted 
consistency checks lower than that without the transformation. 
Only the one using kernel had a small variation, exhibiting a stan-
dard deviation almost 40% lower than that of the original approach.

Because of the aforementioned, we determined that the pure 
Kernel approach was the best way of incorporating transformations 
into selection hyper-heuristics. A confirmatory test run on the 
Knapsack domain considered instances with 50 and 100 items. Data 
revealed that the standard deviation of the profit achieved by hyper-
heuristics could be reduced by almost 30% and 20% (respectively), 
making transformations a worthwhile effort. Moreover, a statistical 
test confirmed a significant increase in the performance of selection 
hyper-heuristics for the set with 100 items. Thus, we recommend 
following this idea and applying it to different domains and under 
different conditions, as to better assess how its benefits propagate.

In this work, we defined c as the inverse of the number of fea-
tures. However, some exploratory tests (omitted due to space 
restrictions) revealed that this may not always be the best approach 
for selecting it. Therefore, a future research avenue in this path 
could relate to improving the kernel-based transformation. This 
could be done by designing a procedure that tailors c to each 
problem domain. In other words, one that tailors it to different 
configurations, e.g., by using information not only from the num-
ber of features but also from their nature. Another path worth fol-
lowing is to carry out a more extensive testing, e.g., by increasing 
the number and variety of instances and features. Such testing 
should include a careful analysis of all the different combinations of 
features, focusing on the effect of feature transformations on the 
performance of hyper-heuristics.
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Abstract—Evolutionary Computation (EC) has been an active 
research area for over 60 years, yet its commercial/home uptake 
has not been as prolific as we might have expected. By way of 
comparison, technologies such as 3D printing, which was 
introduced about 35 years ago, has seen much wider uptake, to 
the extent that it is now available to home users and is routine-
ly used in manufacturing. Other technologies, such as immer-
sive reality and artificial intelligence have also seen commercial 
uptake and acceptance by the general public. In this paper we 
provide a brief history of EC, recognizing the significant con-
tributions that have been made by its pioneers. We focus on 
two methodologies (Genetic Programming and Hyper-heuris-
tics), which have been proposed as being suitable for automated 
software development, and question why they are not used 
more widely by those outside of the academic community. We 
suggest that different research strands need to be brought 
together into one framework before wider uptake is possible. 
We hope that this position paper will serve as a catalyst for 
automated software development that is used on a daily basis 
by both companies and home users.

I. Introduction

E volutionary Computation (EC) has been part of the 
research agenda for at least 60 years. In a typical EC 
algorithm, a population of potential solutions is creat-
ed and they compete for survival. The weakest (less 

fit) members of the population are killed off, and the remain-
ing members are retained and copies made, which are mutated. 
This new population is then evaluated with the expectation 
that the population’s average fitness improves over time, along 
with the best performing individual solution.

It is debatable whether EC has had the impact in the com-
mercial sector that other technologies have had, which have seen 
much more visible adoption. 3D printing is changing the way 
that manufacturing is done and is also moving into the home, to 
the extent that almost anybody can carry out 3D printing. 
Immersive reality is on the verge of changing society, in ways 
that are not totally clear yet. What is apparent is that applications 
such as Pokemon Go have sparked interest into the challenges 
and opportunities that immersive reality brings [1]–[5]. Ubiqui-
tous computing is becoming more prevalent, enabling users to 
access computing resources in ways that were unimaginable even 
just a few years ago. Artificial Intelligence (AI) is becoming part 
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of our daily lives, whether that is competing 
against the best human players in board games 
[6] or helping make self driving cars a reality 
[7]–[9]. EC has not had the same penetration 
as other technologies. A specific example we 
draw upon in this paper is large scale software 
development which is, arguably, where EC is 
most needed.

In this paper, we will look back at what EC promised and 
will suggest some challenges that, if addressed, might further 
advance EC and enable its wider adoption.

Writing a scientific paper that utilizes an evolutionary 
approach based on a real world problem is not the same as 
using an evolutionary approach to address a real world prob-
lem. This may seem a pedantic statement but a paper consider-
ing a problem that is drawn from the real world is not the same 
as addressing the actual problem faced by industry. Looking at a 
sample of EC papers, which are labeled as “real world applica-
tions” (see Related Work, Section II), often shows that the 
problem being tackled is a problem that would be recognized 
as a real world problem. However, the algorithm is often tested 
on benchmark datasets and/or uses a simplified model of the 
problem. It is our view that if a problem is presented as a real 
world problem, there should be an underlying model that 
addresses a real problem faced by the user community, rather 
than a simplified model that is an abstraction of the problem 
that users actually face.

We do recognize the importance that benchmark datasets 
play in the investigation, and development of, algorithmic 
approaches. Indeed, many important breakthroughs have been 
reported by investigating these real world abstractions. We also 
note that studying these simplified problems enables easier 
analysis of the results. We are also aware that this type of 
research (using a simplified problem) is why games are often 
used, as they have fixed rules, the rules are unambiguous and 
there is a winner and a loser. It is no coincidence that Chess 
has been called the drosophila of artificial intelligence [10]. We 
are also conscious that abstracting a problem so that the focus is 
on the methodology is good scientific research and that fully 
modeling a specific problem may not be of benefit to the 
wider academic community.

So, we are not critical of using abstractions of the real 
world but it is not conducive to promoting EC to the com-
mercial sector, who require solutions to problems which go 
beyond these benchmarks, and which address the needs of 
their specific business.

The fact that the EC research community does not tend to 
tackle real, real world problems is partly (largely?) due to the 
industrial/university communities not working together. This is 
not a criticism of the companies, or the universities. Universities 
and companies often have different objectives (e.g. carrying out 
research vs. making a profit) and they work on different time 
scales (e.g. long term research projects vs developing new prod-
ucts to maintain a competitive edge). Another contributory fac-
tor may be that other methodologies may be better accepted by 

the commercial sector as they are easier to understand, imple-
ment and support. In this respect, the use of methodologies such 
as EC can be seen to be similar to a reluctance to utilize Artifi-
cial Neural Networks. The decisions they reach are not easy to 
understand so that the commercial sector is often unwilling to 
adopt them, preferring methodologies where the decisions can 
be more easily explained.

This paper is structured as follows. In the next section we 
consider related work, focusing on those papers that have 
reported using EC on real world problems. In Section III we 
ask if the potential of EC has been achieved? We note the sig-
nificant achievements of the EC pioneers and ask why their 
seminal work has not translated into more uptake outside of the 
scientific community. Section IV looks at Genetic Program-
ming (GP), bearing in mind it was probably this EC methodol-
ogy that had (has?) the most promise to be used in the 
commercial sector. In Section V we consider a more recent 
methodology (Hyper-heuristics) which also has the potential to 
be used by industry. In Section VI we look specifically at Large 
Scale Software Development, highlighting some of its high pro-
file failures and asking if/how EC can help in this area. In Sec-
tion VII we present some suggested research directions, before 
concluding in Section VIII.

II. Related Work
The topic of deploying evolutionary algorithms in the real 
world has been studied before [11]. Within the context of this 
paper, [11] provides a number of inhibitors to using EC based 
algorithms in the real world. These include:

 ❏ The features of real world problems
 ❏ The lack of faith in the underlying model that represents 
the problem meaning that companies have little confidence 
in the solutions that are produced

 ❏ The fact that EC algorithms are not integrated within an 
overarching framework to assist with areas such as parame-
ter settings

 ❏ The lack of the required skills of the developers
 ❏ Resistance to change
It is difficult to track down examples in the scientific litera-

ture where EC has been deployed in a company and is used as a 
matter of course in their routine activities. Of course, there will 
be examples that the scientific community is not aware of due 
to in-house research activity, commercial sensitivities or the time 
pressures within a company to write and present the contribu-
tion to the scientific community, but we do not believe that the 
use of EC has had large adoption within commercial compa-
nies. There are many examples (e.g. [12]–[14]) where real data 

Writing a scientific paper that utilizes an evolutionary 
approach based on a real world problem is not the 
same as using an evolutionary approach to address  
a real world problem.
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has been used and the results are encouraging, but the algorithm 
has not been used by a company to support its on-going busi-
ness activities. It is often the case that a company provides data, 
which is utilized to study the problem, it is then reported in the 
scientific literature but the algorithmic methodology is not used 
by the company.

A Genetic Algorithm (GA) [15] was reported in [16], pre-
senting a two-phase algorithm for the “bid-line generation 
problem” (the problem of scheduling airline crew) for Delta Air 
Lines. As with many staff scheduling problems, there are many 
industry and legal factors to take into account [17], [18] so any 
systems that are developed for a given company are often 
bespoke. The first phase of their algorithm generates as many 
high-quality lines as possible. The second phase, where the GA 
is run, completes the assignments. The schedules that are pro-
duced were shown to be of comparable quality to those that 
were generated using a semi-automatic process that the airline 
had previously used. It is interesting to note that the four 
authors listed their affiliations as Delta Technology or Delta 
Airlines, indicating that the paper was written without a uni-
versity collaborator. This, we feel, is important as it demon-
strates that the industrial sector is deploying EC algorithms. 
However, many companies will not report these successes in 
the scientific literature for a number of reasons including lack 
of time, no pressure to publish and commercial confidentiality. 
These factors are likely to misrepresent the real scale of indus-
trial take up of EC methodologies in industry, and the lack of 
reporting in the scientific literature could slow down progress.

Sundararajan et al. [19] considered the cross selling of loans 
in the banking sector, specifically the GEMB bank in Poland. 
They used a GA, within an overall framework which draws on 
different methodologies, which focussed on a predictive model 
for response, risk and profit. The GA that was developed was a 
standard GA with a few enhancements that included elitism 
and splitting the data into training and validation sets and using 
solutions from one set to inject into the other set if it finds that 
it performs well. Similar to [16], this paper also had no authors 
with a university affiliation.

A GA was also utilized in [20]. The two authors were from 
Intel, with no university affiliation listed. They presented a 
model for the Product Line Design and Scheduling Problem. 
The outer layer of their model was a GA. This handled the 
resource constraints, scheduling, and financial optimization. An 
inner layer utilized mathematical programming to optimize 
product composition. Their new approach replaced a spread-
sheet solution which could take days, or even weeks, to carry 
out what-if analysis.

The gerrymandering problem (the process of manipulat -
ing electoral boundaries to gain a political advantage) was 

addressed in [21]. This was a joint paper 
between university colleagues and a represen-
tative from a government department (Phila-
delphia Water Department’s Office of 
Watersheds). This paper was written as the 
result of a competition call. The authors won 

one of the competition categories which gave them the oppor-
tunity to present to the city council. The authors classify their 
algorithm as a form of Evolutionary Programming, rather than 
as a GA as they did not use a recombination operator.

A recent paper [22], a collaboration between two universi-
ties and Ernst & Young, considered the transportation and 
scheduling issues for the 2014 Special Olympics USA Games. 
The problem considered 3,300 athletes with intellectual dis-
abilities, 1,000 coaches and over 70,000 spectators. The athletes 
competed in 16 sports, across 10 locations, spread over a 
30-mile radius. The authors developed a GA to address the 
problem as exact methodologies were too computationally 
expensive. The resulting schedules were used during the games.

Another routing problem was addressed in [23], in a paper 
that did not include a company representative as an author. The 
paper presents a case study based on a humanitarian scenario, a 
local branch of the Meals on Wheels Association of America, 
which provides food to individuals who are in need. The 
approach adopted interfaces a spreadsheet with a GA and is 
being used by the Metro Meals on Wheels Treasure Valley. It is 
noted that the tool could be used anywhere that has access to 
Google Maps or MapQuest.

Ogris et al. [24] studied a primary school timetabling 
problem [25] from Slovenia. The paper was co-authored by 
university researchers and industrial collaborators. Their 
evolutionary algorithm (there was no crossover operator) 
comprised three objective functions, which were changed 
probabilistically. The system was used in three Slovenian 
primary schools but could easily be adapted to other schools 
and universities.

Simulated annealing [26] and Tabu search [27] are not classi-
fied as evolutionary methodologies, rather they are meta-heu-
ristics [28]. However, they have been used in industrial 
applications so we thought it was worth briefly mentioning 
them here. We also note that the leading EC journal (IEEE 
Transactions on Evolutionary Computation) has previously 
reported work that includes these methodologies [29], [30], 
albeit hybridized with an evolutionary algorithm. Simulated 
annealing and tabu search has been reported as being deployed 
in industry, including Oil Field Drilling [31], Sports [32]–[35], 
Vehicle Routing [36], Underground Mine Layouts [37] and 
Personnel Scheduling [38].

The papers that we discuss above might suggest that there 
has been a lot of commercial applications of EC but consid-
ering that the field has been active for over 60 years, the 
number of reported applications of EC methodologies is 
somewhat small. No doubt, there are other papers that we 
have not included and there will be successes that are not 
reported in the scientific literature but we still argue that 

There are number of inhibitors to using EC based 
algorithms in the real world, including the features  
of real world problems.
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adoption of EC by the commercial sector is not as prevalent 
as some other technologies.

This might be about to change with recent interest in Deep 
Learning and the success of projects such as AlphaGo [6], 
which was able to win against the best Go player in the world, 
a feat that most people predicted would take another ten years. 
However, this is just one methodological example and, whilst 
Deep Learning Neural Networks have a bright future, it still 
does not answer the question as to why more EC methodolo-
gies have not had wider uptake.

III. Has the Potential been Realized?
EC has been an active research area since the 1950’s [39], [40]. 
Many eminent scientists have been recognized as being pio-
neers in this field, demonstrating the strength in depth of this 
area. Table 1 shows the IEEE Computational Intelligence Soci-
ety Pioneers, along with a small sample of their contributions. 
It is beyond question that these pioneers, along with the wider 
community, have made significant advances in EC.

When these pioneers were carrying out their early work, it 
was in their minds that it would be adopted by the wider com-
munity. For example, Box [41] says “Its basic philosophy is that 
it is nearly always inefficient to run an industrial process to pro-
duce product alone. A process should be run so as to generate 
product plus information on how to improve the product.” In 
1996, Schwefel said “…the past decade has witnessed an expo-
nential increase in diverse applications, from design synthesis, 
planning and control processes, to various other adaptation and 
optimization tasks.”

It is, perhaps, surprising that we have not seen more exam-
ples reported in the scientific literature of EC being deployed 
in commercial systems. Although the related work section pro-
vides some examples, and no doubt some are missing, but given 
that the field has been active for at least 60 years we might 
expect to see more examples being reported?

In comparison, 3D printing [91], [92] has seen a signifi-
cantly faster uptake. The first patent was issued to Charles 
Hull in 1986, which can be traced back to his original inven-
tion from 1983. Since then the technology has seen rapid 
uptake, to the point where it is now possible to buy a 3D 
printer for home use. It is likely that we are only just seeing 
the start of the additive manufacturing technology and it 
is likely that many replacement parts, rather than being 
bought at a shop, or on-line, can be downloaded and printed 
at home. By comparison, the software development industry 
is not able to offer the home user a way to develop, or evolve, 
software unless they are already skilled programmers or will-
ing to invest a significant amount of time learning a program-
ming language.

Technologies such as GP and Hyper-heuristics (both dis-
cussed below), despite delivering excellent research advances, 
have not really made the transition from the research environ-
ment to a position where the benefits can be experienced by 
an average home user. In the next two sections, we focus on 
these two methodologies, though similar analysis could be 

made of the many other EC variants that have been researched 
over the years.

IV. Genetic Programming
Many of the papers that were discussed in Section II utilized 
GAs, yet GP is, arguably, the EC methodology that is most 
associated with automated software development.

Introduced by Koza [93]–[95], GP seeks to evolve computer 
programs and/or evolve functions. Does it matter which it 
does; evolve programs or functions?

In [96] the authors say (Section 1.1) “In genetic program-
ming we evolve a population of computer programs.” In one of 
the seminal GP papers [93], it states “Automatic programming 
requires developing a computer program that can produce a 
desired output for a given set of inputs”, which is more akin to 
suggesting that GP evolves functions, rather than a program. We 
can debate whether a function (a relationship between a set 
of inputs and a permissible set of outputs) and a program (a 
sequence of coded instructions to automate a task on a com-
puter) are the same thing but to the general public if GP is sold 
as evolving computer programs they will assume that this 
means that a complete program will be evolved, and not just a 
function (a mathematical function or a function for a given 
programming language), which is usually the case. We hasten to 
add that no criticism is implied, or meant, of the GP pioneers, 
or other researchers. The terminology has evolved over time 
and the expressions used in the scientific literature are the ones 
that are most applicable, or preferred, by the authors of a given 
paper. We note, as in many areas of EC—and even beyond, 

TablE 1 IEEE Computational Intelligence Society 
Evolutionary Computation Pioneers.

YEar PIonEEr rEFErEnCEs 

2016 Marco Dorigo [42]–[44] 

2015 ThoMas Bäck [45]–[47] 

2014 george Burgin [48], [49] 

2013 Xin Yao [50]–[53] 

2012 russell c. eBerharT, 
JaMes kenneDY, anD  
J. DaviD schaffer

[54]–[60]

2011 larrY J. eshelMan [55]–[57] 

2010 DaviD e. golDBerg anD  
John grefensTeTTe 

[61]–[63] 

2008 DaviD B. fogel [47], [64]–[68] 

2005 kenneTh De Jong [69]–[72] 

2004 richarD frieDBerg [73], [74] 

2003 John h. hollanD [61], [62], [75], [76]

2002 ingo rechenBerg anD  
hans-Paul schwefel 

[45], [77]–[80] 

2001 Michael conraD [81]–[83] 

2000 george BoX [41], [84] 

1999 aleX s. fraser [40], [85]–[87] 

1998 lawrence J. fogel [39], [48], [49], [88]–[90] 
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such as the heuristic community—that there are no widely 
accepted terms and definitions in much of the terminology 
that is used.

However, to the general public saying “evolve computer 
programs” may indicate that GP is much more general than the 
state of the art would suggest. There have been advances in 
moving towards more general environments. The 2016 Human 
Competitive Awards, the so called “Humies”1, winner [97] says 
“Automated transplantation would open many exciting ave-
nues for software development: suppose we could autotrans-
plant code from one system into another, entirely unrelated, 
system. This paper introduces a theory, an algorithm, and a tool 
that achieves this.” This is certainly a significant contribution to 
automated program development but there is still a lot of work 
to do, as acknowledged by the authors, “While we do not claim 
automated transplantation is now a solved problem, our results 
are encouraging.”

Since 2004, the GP community has been able to compete 
in the Humies. This annual competition invites entries that 
report human-competitive results by any form of genetic or 
evolutionary computation. The entries must satisfy one of the 
following eight criteria (taken from1):

1) The result was patented as an invention in the past, is an 
improvement over a patented invention, or would qualify 
today as a patentable new invention.

2) The result is equal to or better than a result that was accept-
ed as a new scientific result at the time when it was pub-
lished in a peer-reviewed scientific journal.

3) The result is equal to or better than a result that was 
placed into a database or archive of results maintained by 
an internationally recognized panel of scientific experts.

4) The result is publishable in its own right as a new scientific 
result independent of the fact that the result was mechani-
cally created.

5) The result is equal to or better than the most recent 
human-created solution to a long-standing problem for 
which there has been a succession of increasingly better 
human-created solutions.

6) The result is equal to or better than a result that was considered 
an achievement in its field at the time it was first discovered.

7) The result solves a problem of indisputable difficulty in 
its field.

8) The result holds its own or wins a regulated competition 
involving human contestants (in the form of either live 
human players or human-written computer programs).

The Humies have certainly demonstrated the versatility of 
GP (see Table 2), along with other EC approaches. However, 

TablE 2 Humies Gold Medal Winners (In some years the gold medal was shared, indicated by “=”).

YEar EnTrY rEFErEnCEs 

2017 “eXPlaining quanTuM correlaTions Through evoluTion of causal MoDels” [98] 

2016 “auToMaTeD sofTware TransPlanTaTion” [97] 

2015 “evoluTionarY aPProach To aPProXiMaTe DigiTal circuiTs Design” [99] 

2014 “geneTic algoriThMs for evolving coMPuTer chess PrograMs” [100] 

2013= “evoluTionarY Design of freecell solvers” [101] 

2013= “search for a granD Tour of The JuPiTer galilean Moons” [102] 

2012 “go wiThouT ko on heXagonal griDs” anD “YvalaTh: evoluTionarY gaMe Design” [103] 

2011 “ga-freecell: evolving solvers for The gaMe of freecell” [104] 

2010 “evoluTionarY Design of The energY funcTion for ProTein sTrucTure PreDicTion” anD “gP chal-
lenge: evolving The energY funcTion for ProTein sTrucTure PreDicTion” anD “auToMaTeD 
Design of energY funcTions for ProTein sTrucTure PreDicTion BY Means of geneTic PrograM-
Ming anD iMProveD sTrucTure siMilariTY assessMenT” 

[105]–[107]

2009 “auToMaTicallY finDing PaTches using geneTic PrograMMing” anD “a geneTic PrograMMing 
aPProach To auToMaTeD sofTware rePair” 

[108], [109] 

2008 “geneTic PrograMMing for finiTe algeBras” [110] 

2007 “evoluTionarY Design of single-MoDe MicrosTrucTureD PolYMer oPTical fiBres using an arTifi-
cial eMBrYogenY rePresenTaTion” 

[111] 

2006 “caTalogue of variaBle frequencY anD single-resisTance-conTrolleD oscillaTors eMPloYing a 
single DifferenTial Difference coMPleMenTarY currenT conveYor” anD “novel canonic cur-
renT MoDe DDcc BaseD srco sYnThesizeD using a geneTic algoriThM” anD “evolving sinusoiDal 
oscillaTors using geneTic algoriThMs” 

[112]–[114]

2005= “Two-DiMensional PhoTonic crYsTals DesigneD BY evoluTionarY algoriThMs” [115] 

2005= “learning froM learning algoriThMs: aPPlicaTions To aTToseconD DYnaMics of high-harMonic 
generaTion” anD “shaPeD-Pulse oPTiMizaTion of coherenT sofT-X-raYs” 

[116], [117] 

2004= “an evolveD anTenna for DePloYMenT on nasa’s sPace TechnologY 5 Mission” [118] 

2004= “auToMaTic quanTuM coMPuTer PrograMMing: a geneTic PrograMMing aPProach” [119] 

1http://www.human-competitive.org/awards, last accessed 04 Feb 2018.
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looking at the papers, which support the 
entries, shows that GP still requires tailoring 
for the problem at hand. It might also be 
argued that some of the problems are not 
challenging, with respect to the domains 
that they address and the fact that they do 
not suggest that they have a more generic applicability.

There are GP frameworks available, but they still require the 
knowledge and experience of the researcher to utilize that 
framework and then tailor it for the problem under consider-
ation. Unquestionably, GP has succeeded, and continues to do 
so and the scientific literature has a significant body of peer 
reviewed work on this topic. However, it has yet to get to the 
position where it can be used by a non–expert user, sitting at 
home, who wants to evolve software for a problem they have.

V. Hyper-Heuristics
A hyper-heuristic has the aim of raising the level of generality 
of search/optimization algorithms, recognizing that no one 
search algorithm exists that is superior across all search/optimi-
zation problems [120]. Instead of searching the solution space 
directly, the most relevant heuristic to apply at any decision 
point is identified, which is applied to the solution space. It is 
hoped that a hyper-heuristic search algorithm can be applied 
to a wide range of problems, simply by changing the heuristics 
and utilizing the same heuristic search algorithm. Following 
these so called “Heuristic Selection Algorithms”, later research 
investigated whether the heuristics themselves could be evolved 
[121], [122] thus saving the need to implement heuristics when 
new problems are tackled.

The first mention of the term “hyper-heuristic” in the sci-
entific literature was in [123] (the term was also used in [124], 
but in a different context), although even earlier work could 
also be regarded as being a hyper-heuristic (e.g. [125], [126]), 
although the term was not used. A survey of hyper-heuristics is 
available in [127].

A 2000 research proposal (the author of this paper was one 
of the authors) said: “We will try to demonstrate how quick- 
and cheap-to-implement knowledge-poor heuristics can be 
used within a hyper-heuristic framework to provide a method-
ology suited to fast and cheap development of industrial and 
commercial systems. This will lead to a prototype hyper-heuris-
tic ‘toolbox’ for the user community.”

The authors of the proposal recognized that to provide a 
methodology suited to fast and cheap development of industri-
al and commercial systems was a challenging goal, and it was 
recognized that it would not be completed in the lifetime of 
the research award but, nonetheless, it was a long term vision 
for hyper-heuristics.

A generic hyper-heuristic framework is shown in Fig. 1. 
The initial research in hyper-heuristics focused on methodolo-
gies where several low-level heuristics were provided (no. 4 in 
the figure) and a high-level selector (no. 1) chooses which of 
the low level heuristics to apply at any given decision point. 
This was the so called “Heuristics to Choose Heuristics.” Note 

should be taken of the domain barrier (no. 3). The high-level 
selector has no knowledge of the domain. Rather, it only 
knows how many heuristics there are and receives non-domain 
feedback, such as change in evaluation function, computation 
time etc. This enables the high level selector to operate on dif-
ferent domains, by replacing the low level heuristics by those 
that are able to address the new problem at hand.

Having to develop and replace a set of low level heuristics 
led to the obvious research question; can we evolve the low 
level heuristics so that we do not have to implement them 
when we want to change domains? A further question is, 
should a solution from one of the low level heuristics be 
accepted as the incumbent solution, and what form should that 
acceptance criteria take (e.g. always accept, improving only, 
sometimes accept worse solutions etc.) and can this acceptance 
criteria be evolved?

These latter questions are of more interest to the focus of 
this paper, as the approaches tend to be more EC based, and 
these research directions have been investigated in recent 
papers (e.g. [128]–[130]).

Hyper-heuristics have been an active research area for at 
least 20 years, and arguably back to the 1960’s, yet there is still 
no off-the-shelf hyper-heuristic product that enables the com-
mercial sector to benefit from this technology, let alone home 
users being able to access this methodology in the same way 
that they can now access 3D printing and immersive reality.

VI. Large Scale Software Development
As noted in Section IV, GP has had many successes and hyper-
heuristic research (Section V) has made significant progress in 
the last 20 years. Both technologies still have some way to go 

Hyper-Heuristic Framework

1) Selection 2) Acceptance

3) Domain Barrier

4) Low-Level Heuristics

H1 ...H2 H3 Hn

FIgurE 1 hyper-heuristic framework.

Genetic Programming and Hyper-heuristics have 
not really made the transition from the research 
environment to being available to a home user.
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before being able to be offered to the business/home user in an 
easy to use form.

The scientific community recognizes that GP evolves func-
tions, and saying that it evolves programs, could be viewed in a 
different way by the non-GP community, which means that 
their expectations are not met when they start using GP as a 
tool to integrate with their own systems.

Hyper-heuristic research has tended to focus on the main 
elements of the framework (see Fig. 1). There has been some 
work in trying to unify the various elements, but nothing is 
readily available at the moment that can be used off-the-shelf.

There are tools available, such as TSPLIB2, MATLAB3 and 
CPLEX4 but these are either expensive, more suited to expert 
users and not necessarily EC related.

We know that large scale software development is difficult. 
Rosenberg [131] tells the story of Mitch Kapor who developed 
Lotus 1-2-3 and the popular personal information manager, 
Agenda. Kapor decided to develop a more up to date, extensi-
ble, fully functioning and featured personal information man-
ager. What started as a grand vision became a tale of managing 
a large software development team with all the issues and prob-
lems that this brings. The resultant product, Chandler, is freely 
available but it never had the impact that was hoped for. The 
book [131] provides a stark reference to the difficulties of large 
scale software development, even by people who have devel-
oped highly successful products before.

Brooks [132], in his famous work—The Mythical Man–
Month—noted that software development is difficult and 
when large software development projects do run into prob-
lems, adding additional manpower cannot save it. Indeed, it will 
make it even later.

There are many examples of software development projects 
failing. A small sample (there are numerous) are highlighted here:
1) “The U.S. Air Force has decided to scrap a major ERP 

(enterprise resource planning) software project after spending 

US$1 billion, concluding that finishing it would cost far 
too much more money for too little gain.”5

2) “In 2003, Levi Strauss, was a global corporation, with 
operations in more than 110 countries but with an IT 
system that was an antiquated, ‘Balkanised’ mix of incom-
patible country-specific systems. So its bosses decided to 
migrate to a single SAP system and hired a team of fancy 
consultants (from Deloitte) to lead the effort. ‘The risks 
seemed small,’ wrote the researchers. ‘The proposed bud-
get was less than $5 m.’ But very quickly things fell apart. 
One major customer, Walmart, required that the system 
interface with its supply chain management system, creat-
ing additional work. During the switchover to the new 
system, Levi Strauss was unable to fulfil orders and had to 
close its three US distribution centres for a week. In 
2008, the company took a $192.5 m charge against earn-
ings to compensate for the botched project and fired its 
chief information officer.”6

3) “We examined 1,471 projects, comparing their budgets 
and estimated performance benefits with the actual costs 
and results. They ran the gamut from enterprise resource 
planning to management information and customer rela-
tionship management systems. Most, like the Levi Strauss 
project, incurred high expenses—the average cost was 
$167 million, the largest $33 billion—and many were 
expected to take several years. Our sample drew heavily 
on public agencies (92%) and U.S.-based projects (83%), 
but we found little difference between them and projects 
at the government agencies, private companies, and Euro-
pean organizations that made up the rest of our sample.”7

There appears to be a need for more support for large scale 
software development projects. There are enough personnel 
working as software developers (see Table 38) that any automa-
tion should be welcomed by the industry. Perhaps not by those 
whose jobs are at risk, but certainly by those who employ the 
developers. Of course, this is no different to many other indus-
tries, where jobs have been replaced by automation, but it does 
seem ironic that those responsible for automating so many jobs 
are now at risk themselves.

Even if we were able to get technologies such as GP and 
hyper-heuristics to the stage where they could be used by 
experienced software developers, it is not clear how these tech-
nologies could be packaged to make them readily available to 
business/home users, who are not experienced developers.

It is unrealistic, at least in the foreseeable future, to expect an 
evolutionary process to evolve a complete software product and 
perhaps this will never be an aim, or an expectation. Perhaps a 
more immediate aim would be to enable software developers to 
specify the requirements and interface as part of the software 

TablE 3 Size of software developer community,  
from IDC Study.

rolE 
EsTImaTEd # 
For 2014

icT-skilleD 
workers

Professional sofTware 
DeveloPers 

11,005,000

icT oPeraTions anD Man-
ageMenT skilleD workers

18,008,900

ToTal 29,013,900

sofTware 
DeveloPers

Professional sofTware 
DeveloPers 

11,005,000

hoBBYisT sofTware 
 DeveloPers 

7,534,500

ToTal 18,539,500

5https://www.cio.com/article/2390341/, last accessed 04 Feb 2018.
6https://www.theguardian.com/technology/2013/apr/21/fred-brooks-complex-software-
projects, last accessed 04 Feb 2018.
7https://hbr.org/2011/09/why-your-it-project-may-be-riskier-than-you-think, last 
accessed 04 Feb 2018.
8https://www.infoq.com/news/2014/01/IDC-software-developers, last accessed 04 Feb 
2018.

2https://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/, last accessed 
04 Feb 2018.
3https://www.mathworks.com/, last accessed 04 Feb 2018.
4https://www.ibm.com/analytics/data-science/prescriptive-analytics/cplex-optimizer, last 
accessed 04 Feb 2018.
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development life cycle and let an evolutionary 
process deliver required functionality, with 
some guarantees that it is fit for the purpose.

Indeed, this is similar to evolutionary art 
[133], which has a long and proven history 
[134]. In this paradigm the human is often 
part of the fitness evaluation and they judge 
the quality of the art that the evolutionary 
process produces. It could be envisaged that humans judge the 
quality of an evolved program by being part of the fitness evalu-
ation. In this way, the human developer would not simply be a 
coder but would be tasked with guiding the evolutionary pro-
cess via their feedback as to the effectiveness of each member of 
the population and would be helping to decide which programs 
are worthy of surviving to the next generation.

This could be seen as being part of an agile approach to soft-
ware development. That is, software developers start developing 
the software system by providing some functionality and gradu-
ally adding to it. If they come across some part of the system 
that is particularly difficult to develop they could call upon an 
EC based approach to evolve the required functionality, per-
haps while they work on other parts of the system. Once the 
required functionality has been evolved, it is simply plugged 
into the system without the software developer having to do 
anything else. This functionality could even continue to evolve, 
should that be required, even when the system is deployed in a 
live environment.

It is likely that we would also have to draw on “Search-based 
Software Engineering” (i.e. the utilization of search methodolo-
gies such as GAs, simulated annealing and tabu search to address 
software engineering problems) [135]–[137]. If we are able to 
develop a user friendly framework that incorporates EC, search 
based software engineering; along with guarantees of what is 
delivered this would be a powerful product which would bene-
fit the wider world, outside of the scientific community.

VII. Suggested Research Directions
Despite the large number of references in this paper, a more 
extensive survey of where EC has been used in the real world 
would certainly of benefit, if nothing else to serve as a baseline 
for future researchers. It would be useful to carry out a survey/
analysis considering which methodologies from the scientific 
literature are utilized by the industrial community and to 
understand the reasons why some methodologies are adopted, 
whilst others are not. It would also be useful to survey the 
existing scientific literature to establish when authors say they 
are addressing a real world problem, is this really the case or are 
they modelling a simplified version of a problem, utilizing a 
benchmark dataset or addressing a problem that would not be 
recognized by the industrial community?

Most of the examples given utilized GAs. This is a little sur-
prising as there are many other methodologies available [138], 
although GAs were one of the earliest and most popular EC 
methodologies. There might be some scope to look at how 
industry could benefit from other methodologies, as well as 

reporting non-GA examples that have been successfully deployed 
in industry. A book, or a series of articles, aimed at the commercial 
community might be useful so that there could be more take up.

The scientific community may benefit from a more com-
plete survey where EC has been used in applications outside of 
the research arena. This might provide insights into the most 
useful methodologies, what domains are taking up the use of 
EC and the benefits that have arisen from using EC in a com-
mercial environment.

Frameworks, that could be used out of the box, would be a 
valuable addition to the tools available to the commercial sec-
tor. It is recognized that some of these tools do exist but it is a 
steep learning curve, and sometimes expensive, for inexperi-
enced users to start using them.

It would certainly be useful to investigate how various meth-
odologies, such as EC, hyper-heuristics and search based software 
engineering could be integrated into a single framework.

If there was an integrated framework that enabled EC to be 
made easily available to the industrial/home user, it begs the 
question which EC methodology would be most suitable to 
use for a given problem provided to the framework? This is 
certainly worthy of further research. That is, provided with a 
problem should the framework use GA, GP; or one of the 
many other EC methodologies that are available, or even 
hybridizations of two, or more, of them?

VIII. Conclusion
The related work section of this paper has highlighted a num-
ber of projects where EC has been used, and is being used, in 
applications that have been deployed in the real world. It is 
noticeable that there are relatively few papers which report 
deployment of EC into a live industrial environment. It is also 
noticeable that many of these papers are from R&D depart-
ments within the companies involved.

We are certainly a long way from where an interested home 
user can access EC in the same way that access to 3D printing 
and immersive reality have become possible in the past few years.

EC has made significant research progress in the past 60 years 
but an integrated framework is lacking where all of this func-
tionality can be easily accessed. The development of a frame-
work would be welcome but there is research activity that needs 
to take place to support this framework so that the underlying 
complexity remains largely hidden from the end user.
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Abstract

Self-organizing network (SON) is a 
well-known term used to describe 
an autonomous cellular network. 

SON functionalities aim at improving 
network operational tasks through the 
capability to configure, optimize and 
heal itself. However, as the deployment 
of independent SON functions in -
creases, the number of dependencies 
between them also grows. This work 
proposes a tool for efficient conflict res-
olution based on network performance 
predictions. Unlike other state-of-the-
art solutions, the proposed self-coordi-
nation framework guarantees the right 
selection of network operation even if 
conflicting SON functions are running 
in parallel. This self-coordination is 
based on the history of network mea-
surements, which helps to optimize 
conflicting objectives with low compu-
tational complexity. To do this, machine 
learning (ML) is used to build a predic-
tive model, and then we solve the SON 
conflict by optimizing more than one 
objective function simultaneously. 
Without loss of generality, we present 
an analysis of how the proposed scheme 
provides a solution to deal with the 
potential conflicts between two of the 
most important SON functions in the 
context of mobility, namely mobility 
load balancing (MLB) and mobility 
robustness optimization (MRO), which 
require the updating of the same set of 

handover parameters. The proposed 
scheme allows fast performance evalua-
tions when the optimization is running. 
This is done by shifting the complexity 
to the creation of a prediction model 
that uses historical data and that allows 
to anticipate the network performance. 
The simulation results demonstrate the 
ability of the proposed scheme to find a 
compromise among conflicting actions, 
and show it is possible to improve the 
overall system throughput.

I. Introduction
A cellular network with intelligence and 
autonomous capabilities is called a self-

organizing network (SON). The SON 
was introduced by the 3rd Generation 
Partnership Project (3GPP) as a key 
component of Long Term Evolution 
(LTE) networks, starting from the first 
release of this technology (Release 8) 
and expanding in the subsequent ones. 
The 3GPP has defined the main areas of 
the SON in [1], which are classified into 
self-configuration, self-healing and self-
optimization. In addition, the 3GPP 
defined the minimization of drive tests 
(MDT) functionality in Release 9. This 
feature enables operators to collect user 
equipment (UE) measurements, with the 
purpose of optimizing network manage-
ment [2]. Finally, in order to handle the 
potential conflicts that may exist due to 
the parallel execution of multiple SON 
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functions, the self-coordination concept 
was introduced in Release 10 [3].

In this paper, we discuss the self-
coordination problem. In particular, we 
focus on the output parameter SON 
conflict, i.e., when two or more SON 
functions aim at adjusting the same out-
put parameter with opposite values. So, a 
SON coordinator controlling the actions 
of the SON functions during operation 
is considered a necessity [4]. In order to 
evaluate the performance of the pro-
posed scheme, we focus on the handover 
management issue. We consider a well-
known SON conflict between mobility 
load balancing (MLB) and mobility 
robustness optimization (MRO). MLB 
and MRO are two of the most impor-
tant self-optimization functions that deal 
with mobility management. Both mech-
anisms modify the behavior of handover, 
which is a procedure that allows connec-
tions to be transferred between base sta-
tions in a seamless manner. However, 
each one pursues a different objective:

 ❏ MLB aims at balancing traffic load 
among cells so that cells with excess 
traffic (congested cells) can transfer 
some of their users to less loaded 
neighboring cells and vice versa. This 
can be done by changing the param-
eters that govern UE cell selection, 
such as handover thresholds, hysteresis 
margins and times to trigger a hando-
ver event. The primary goal is to 
achieve a higher system capacity, and 
this is done by distributing UE traffic 
across the available radio resources in 
the system.

 ❏ On the other hand, MRO is design-
ed to improve mobility robustness:
•	Minimization of call drops due to 

radio link failures: Depending on 
how the handover parameters are 
adjusted, too-early handovers may 
happen for some users. This means 
that the communication fails due 
to high propagation losses with 
the new cell. Similarly, too-late 
handovers may imply that com-
munication with the serving base 
station is lost before a new con-
nection is established.

•	Minimization of unnecessary hando-
vers: Too-short time-of-stays in the 

new cell or ping-pong (quick hando-
ver back to the previous cell) should 
not happen. For example, a vehicu-
lar user moving in a city where 
macrocells coexist with a layer of 
small cells should utilize a larger 
timer to trigger handovers toward 
picocells. This should avoid hando-
vers from macro- to picocells, where 
vehicular users with high speed 
would have very short time-of-
stays. Note that this would cause 
data throughput degradation due to 
the high volume of signaling trans-
mission required to repeatedly up -
date the serving cell.

Based on the information above, it is 
clear that MLB and MRO are two inde-
pendent functions with independent 
objectives. However, if both are applied 
in parallel and without coordination, the 
actions requested by each SON function 
may be different. They may cause oppo-
site changes in handover parameters, and 
so, they may enter into a conflict. Under 
these circumstances, the system would 
enter into a cycle of constant re-config-
uration, thereby causing performance 
degradation due to excessive signaling 
that requires radio resources.

In this context, machine learning 
(ML) is proposed as a candidate tool that 
allows the network to learn from expe-
rience and solve conflicts in an effective 
manner. The main feature is that the 
network is able to run different SON 
functions in parallel and improve the 
system performance. In particular, thanks 

to the use of a variety of techniques 
from data mining, statistics and ML, it is 
possible to analyze historical data to 
make predictions about unknown future 
events. This is known as predictive ana-
lytics and for the current work, it turns 
the network management from reactive 
to predictive. In this context, big data 
analytics are currently receiving big 
attention due to their capability to pro-
vide insightful information from the 
analysis of high volumes of data that are 
readily available for operators.

Based on that, the motivation behind 
this paper is to provide a tool that allows 
mobile network operators to become 
proactive by anticipating behaviors and 
making decisions accordingly. We focus 
on building a tool for efficient self-coor-
dination that is based on the network 
performance prediction that is made by 
doing a proper data analysis of UE mea-
surements. The tool works in two steps 
as graphically depicted in Figure 1:
1) In the first step, the proposed scheme 

learns from past experience to obtain 
a network performance predictor for 
each SON function individually. In 
particular, ML is used for data analyt-
ics. Available measurements are glob-
ally utilized in a learning process that 
yields an estimator by means of 
regression models.

2) Then, performance predictions are 
the inputs of a multi-objective opti-
mization process, which searches for a 
set of non-dominated solutions or 
Pareto front. That is to say, the  solutions 
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Machine Learning for
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Figure 1 Self-coordination framework.
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cannot improve the performance of 
one SON function without degrad-
ing the other one. In this paper, we 
select the Non-dominated Sorting 
Genetic Algorithm II (NSGA-II), 
which is able to obtain a better spread 
of solutions with lower computational 
complexity than other algorithms [5].
In summary, the self-coordination 

framework aims at guaranteeing the 
operator’s needs by finding the operating 
point that provides the best performance 
trade-off when an SON conflict happens. 
This is done through the multi-objective 
optimization process, which uses the 
insights from big data (i.e., it uses the pat-
terns found in historical data) to predict 
the performance metric of each SON 
function, and then it searches for a repre-
sentative subset of solutions that are non-
dominated to each other.

This paper is organized as follows. 
Section II describes previous works and 
relates them to the current research. In 
Section III, we describe the self-coordi-
nation framework, its main design prin-
ciples and the algorithms that we use to 
build it. In the same section, we discuss 
design details, the fine-tuning of the 
prediction model (Section III-A), and 
the multi-objective optimization process 
(Section III-B). In Section IV, we pres-
ent the details of our particular case of 
study (MLB-MRO SON conflict) 
where the proposed scheme is applied. 
Section V describes the simulation plat-
form and test scenarios. Subsequently, 
the simulation results and the corre-
sponding discussion are presented. Final-
ly, Section VI concludes this paper.

II. Related Work and Contributions
As we stated earlier, in order to guarantee 
a correct network operation, the SON 
functions have to be coordinated. Exam-
ples of solutions for the self-coordination 
problem can be found in [6], [7]. In [6], 

the authors focus on a preventive coordi-
nation mechanism that uses a policy-
based decision process. The proposed 
scheme contains a policy engine to make 
automated operational decisions but 
under the control of the operator. That is 
to say, operators can decide which SON 
functions to execute by changing the 
rules that determine system behavior in a 
particular situation. However, in this solu-
tion, they address the coordination of a 
single SON function among the different 
cells. In [7], the authors propose a solu-
tion for the concurrent execution of 
multiple SON functions. They demon-
strate that the proposed approach is able 
to coordinate several SON functions by 
taking advantage of game theory. To do 
that, each SON function is modeled as a 
Markov decision process (MDP) and 
solved by means of reinforcement learn-
ing (RL). However, a scalability vs. con-
vergence trade-off arises and a detailed 
analysis is needed due to the required 
computational cost. Indeed, our approach 
tackles the conflict resolution problem 
for multiple SON functions addressing 
real-time computational requirements. In 
particular, it shifts processing complexity 
to the creation of a predictive model to 
be used when the network is in exploita-
tion. This allows it to make fast and still 
accurate evaluations of the actions that 
are being evaluated by the SON coordi-
nator and, hence, to make appropriate 
decisions in real time.

Since the implementation of MLB has 
a negative impact on the performance of 
MRO, the interaction between these two 
SON functions has received increased 
interest among researchers in this field. The 
work in [8] focuses on solving this conflict 
by adjusting the handover parameters tak-
ing into account the traffic load distribu-
tion. MLB modifies the handover 
parameters of the serving and the neigh-
boring cells considering the MRO perfor-

mance metrics and the load level of the 
neighboring cells. This way, it ensures a 
reduction in the number of too-early and 
too-late handovers and radio link failures 
while balancing the load among cells. This 
solution does not take advantage of learn-
ing from past experience, and decisions are 
always made based on instantaneous net-
work information. Therefore, there is 
room to further minimize erroneous deci-
sions. In this context, an example of an RL 
application for MLB-MRO SON conflict 
can be found in [9] and [10]. In both 
works, the authors take advantage of expe-
rience gained from past decisions in order 
to reduce uncertainty about the impact of 
the actions taken to resolve conflicts. The 
authors in [9] propose the use of Q-learn-
ing as an RL method. However, value-
based methods such as Q-learning may 
compromise feasibility since they require a 
huge state (and action) space. Different 
authors provide a wide variety of strategies 
to reduce complexity such as function 
approximation and state space aggregation. 
The authors in [10] follow the latter while 
employing general policy iteration (GPI) 
[11]. The authors demonstrate that by 
using this method, the operator’s needs can 
be met. However, the drawback of policy-
based methods is that they suffer from 
high variance in the quality of results and 
they only consider a small subset of solu-
tions so there is a certain probability that 
good solutions are not evaluated.

We propose to solve the self-coordi-
nation problem by means of multi-
objective evolutionary algorithms in 
combination with ML. The use of multi-
objective optimization alone would be 
unfeasible since the search for the solu-
tions requires multiple performance 
evaluations to be done by means of 
 system-level simulations. A real-time 
execution of this process would be abso-
lutely unfeasible and this is one of the 
biggest problems in existing multi-objec-
tive approaches. Thanks to the use of 
ML, we can capitalize on the big data 
available in mobile networks and create a 
prediction model that allows real-time 
multi-objective optimizations. The pro-
posed scheme exploits both components 
working together, namely, big data ana-
lytics and multi-objective optimization. 

Self-organizing networks execute several parallel 
optimizations that aim at improving different aspects of 
mobile networks. Coordination among them is needed 
so that contradictory actions do not cancel each other.
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In this regard, we found several works in 
the literature regarding the benefits of 
big data in 5G networks, such as [12], 
[13], where the authors identify different 
sources of data that can act as an input to 
the SON entity, e.g., to perform load 
balancing and prediction operations, 
among others.

In this work, we take advantage of 
the MDT functionality (enhanced in 
Release 11) by collecting measurements 
indicating throughput and connectivity 
issues to estimate network performance. 
The exploitation of these huge amounts 
of data is analyzed with regression analy-
sis, where the primary goal is to predict 
UE performance. We consider the analy-
sis of our previous works [14]–[16], 
where the exploitation of the huge 
amount of data is analyzed with regres-
sion models to make better decisions for 
management purposes. In particular, our 
work in [15] focuses on two families of 
regression models, linear and nonlinear. 
A comparison was performed among 
different models, selected on a basis of 
low complexity and high accuracy. Pre-
diction results were analyzed for different 
kinds and amounts of UE measurements. 
Based on the outcomes of that research, 
in this new work, we focus on bagging 
in combination with the support vector 
machine (SVM), referred to hereafter as 
the Bagged-SVM method.

Since we aim to find a trade-off be -
tween different goals, once the predictive 
model has been built, we solve the SON 
conflict by means of multi-objective 
optimization, and in particular, multi-
objective evolutionary algorithms that 
use non-dominated sorting [5]. These 
kinds of algorithms are based on meta-
heuristics that simulate the process of nat-
ural evolution and operate efficiently 
when a large number of parameters need 
to be configured simultaneously. While 
the multi-objective problem formulation 
presented herein can be solved by means 
of RL [17], it is important to note that 
following this approach, the agent needs a 
good strategy to explore the environment 
within a reasonable amount of time. 
Therefore, in this paper we have supplied 
the agent with NSGA-II, which is able 
to maintain a spread of solutions with a 
lower computational complexity.

Given this, the contributions of this 
paper can be summarized as follows:

 ❏ We present a tool for an efficient 
SON conflict resolution based on 
network performance predictions. A 
prediction model is created by ex -
tracting relevant information from the 
mobile network. This allows the oper-
ator to anticipate system behavior to 
make effective decisions in real-time. 
Scalability is guaranteed since the pro-
cessing complexity is shifted to the 

creation stage of the model, allowing 
fast performance evaluation when 
optimization is running.

 ❏ In order to evaluate the proposed 
scheme, we analyze, without loss of 
generality, the MLB-MRO SON 
conflict. The simulation results show 
that the proposed scheme can not 
only solve the SON conflict but also 
improve overall system throughput.

III. General Self-Coordination 
Framework
We consider a wireless network com-
posed of a set { , , }M1M f=  of 
M M=  cells regularly deployed with 
inter-site distance .D  On each cell 

( , , ),j N1 f=  we consider N  SON 
functions running in parallel. We denote by 

( , , )c c c( ) ( ) ( )j j
N
j

1 f=  the configuration 
parameter vector of a cell ,j  with c( )

i
j  

denoting the value for the parameter of 
the SON function ,i  e.g., the transmis-
sion power (TXP), the antenna tilt 
(TILT), the action to switch ON or OFF 
the cell, handover parameters such as the 
Cell Individual Offset (CIO), hysteresis 
margin (HYS) or time to trigger (TTT). 
The N  SON functions are implemented 
on every cell, which must send a request 
to the SON coordinator and get a posi-
tive response in order to adjust some of 
its parameters. These requests and 
responses are represented in Figure 2 
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Figure 2 Each SON function requests the adjustment of different network parameters of cell i, and each one sends the action requests to the 
self-coordination framework.
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with the links between each cell and the 
SON  coordinator and they must pass 
through the interface-N (Itf-N). We 
propose to solve the challenge of coor-
dination among SON functions by ana-
lyzing their interactions based on the 
measurement history of the network. To 
do this, we design the self-coordination 
framework based on two main functions: 

1) machine learning for data analytics, 
and 2) multi-objective optimization. 
Each is depicted in Figures 3 and 4, 
res  pectively, and described in the sub -
sequent subsections.

a. Machine Learning for Data analytics
The main objective of this function is to 
analyze large amounts of data sets to 

uncover hidden patterns, correlations 
and other useful information to make 
better decisions. This is done by consid-
ering the UE measurement reports, 
which contain power and quality mea-
surements from the serving and neigh-
bor base stations:

 ❏ Reference Signal Received Power 
(RSRP): Average power received 
from LTE reference signals, used for 
channel estimation and handover/
cell selection.

 ❏ Reference Signal Received Quality 
(RSRQ): Ratio between the total 
power received from reference signals 
and the total power received in the 
full bandwidth. The RSRQ mea-
surement provides additional infor-
mation about interference levels to 
make a reliable handover/cell rese-
lection decision.
Once the data have been collected, 

we perform a data preparation process 
to extract and analyze the radio mea-
surements. To do that, we propose to 
make use of ML techniques, which have 
been demonstrated to be very effective 
for making predictions based on obser-
vations. Among the most important 
ML tools for data analysis, we focus on 
regression analysis. It is important to 
note that evaluating the network perfor-
mance for a given configuration requi -
res a dynamic system-level simulation, 
which requires high computational time. 
If several configurations need to be 
assessed during the optimization, the 
computational cost is indeed prohibitive. 
So, regression analysis shifts the process-
ing complexity to the model creation 
stage and allows fast performance evalu-
ations when optimization is running.

Regression analysis is an ML tech-
nique, which allows us to predict the 
performance metric of each SON func-
tion. Regression takes an input vector 
( )x  and an output value ( )y  to develop a 
predictive model, returning the predicted 
output .yt  We represent the input space 
by an n-dimensional input vector 

( , , ) ,x Rx x( ) ( )n T n1 f !=  where each 
dimension is an input variable. The size 
of the input space is [ ].nx#  The num-
ber of rows is the number of UEs at any 
place and anywhere, and the number of 
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Figure 3 Machine learning for data analytics.

Collect n ′ Measurements
(New Data)

Reach
Stopping
Criteria

Pareto Front

Yes

Prediction Function

Metric Predicted

Genetic Operations

Model

No

s1, . . ., spsize

Figure 4 Multi-objective optimization.

Processing complexity is shifted to the creation  
of the prediction model. By using the patterns 
found in the historical data, we can make intelligent 
decisions faster. This allows to perform multi-objective 
optimization in real-time.
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columns corresponds to the number of 
measurements .n  In addition, a set 
involves m  samples (( , ), , ( , )).y yx xm m1 1 f  
Each sample consists of an input vector 

,x i  and a corresponding output ,yi  
which represents the UE performance 
indicator. Hence x( )

i
j  is the value of the 

input variable x( )j  in sample ,i  and the 
error is usually computed via .y yi i-t  
To evaluate the accuracy of the model, 
after the data have been collected and 
normalized, we randomly select 3/4 of 
the data to be the training set ( . ,x train
. ),y train  and place the rest into the test-

ing set ( . , . ).x test y test
A well-known paradigm to improve 

the accuracy of regression models is 
ensemble learning, which combines 
multiple weak learners to solve the same 
problem. This approach usually produces 
more accurate solutions than a single 
model would. In this sense, one of the 
most useful techniques is bagging [18]. 
Bagging improves regression by subsam-
pling the training samples and randomly 
generating training subsets. Then, it runs 
the learning algorithms several times, 
each one with a different subset, and a 
final regressor is obtained by averaging 
the different outputs. As we stated earli-
er, in this work, we focus on bagging in 
combination with SVM, referred to 
hereafter as the Bagged-SVM method.

SVM analysis is a popular ML tool for 
classification and regression, first identi-
fied by Vladimir Vapnik in [19]. The moti-
vation to use SVM is that this method 
shows high accuracy in predictions and 
we can obtain good behaviors with 
nonlinear problems. For the current 
problem, given (( , ), , ( , )),y yx xm m1 1 f  the 
goal is to find a function ( )f x  that devi-
ates from yn  by a value no greater than 
.e  The main idea is to characterize the 

optimal hyperplane, which will approxi-
mate all training samples with the 
required precision. For this purpose, the 
problem can be mapped onto a higher 
dimensional space. This allows the 
points to be relocated onto another 
space such that they become linearly 
separable and the fit is easier. In particu-
lar, data are transformed into a higher 
dimensional space by means of kernel 
functions. Since nonlinear kernels can 

be used, nonlinear regression is also 
possible. The estimation accuracy de -
pends on the setting of the precision ,e  
the kernel parameters and the regular-
ization parameter c  [20]. Hence, we 
tune these parameters to generate pre-
dictions by creating a model on a subset 
of training samples. For further details 
on the theory behind SVM, the reader 
is referred to [21], [22].

The whole process is depicted in 
Figure 3 and summarized as follows:
1) Collecting data. For each UE, we 

collect RSRP and RSRQ from the 
serving and neighboring cells. To test 
the performance of each SON func-
tion, different metrics are obtained.

2) Processing data. Once data are col-
lected, they are prepared by normal-
izing every variable.

3) Partitioning data. To validate the 
model to be created, observations are 
partitioned into two sets, one for cal-
ibration and the other for validation.

4) Building the ML models. We select 
the SVM regression model, where in 
order to enhance the performance 
of the learning algorithm, multiple 
data sets are used by means of the 
bagging technique. SVM is then 
applied to produce a regressor. For 
each test value, we predict and eval-
uate its performance against the 
actual value in terms of root mean 
square error (RMSE).

The model produced by the regressive 
algorithm is the input to the multi-objective 
optimization process des  cribed below.

B. Multi-Objective Optimization
As we stated earlier, we consider the sit-
uation in which optimizing a particular 
solution with respect to a single SON 
objective can result in unacceptable 
results with respect to the other SON 
objectives. That is, the parallel execution 
of N  SON functions may generate a 
resource conflict if at least two of them 
request to adjust parameters in a way 
that cancels the actions the other one 
intends to take. Therefore, potential con-
flicts may occur, that will cause degrada-
tion of network performance. In this 
context, multi-objective optimization is 
a promising tool to find the point that 

provides the best trade-off performance 
of conflicting SON functionalities. In 
particular, we use multi-objective evolu-
tionary algorithms to find a compromise 
between multiple SON functions. Evo-
lutionary algorithms are population-
based meta-heuristic algorithms that are 
capable of obtaining a set of solutions 
simultaneously, so they are very suitable 
to solve multi-objective optimization 
problems. The general approach deter-
mines an entire Pareto optimal solution 
set or Pareto front. This is a representative 
subset of solutions that are non-domi-
nated with respect to each other. These 
kinds of solutions cannot improve any of 
the objectives without conflicting with at 
least one of the other objectives, i.e., opti-
mizing a decision vector ( )s  with respect 
to a single objective often degrades other 
objectives. As a consequence, a reasonable 
solution to a multi-objective problem is 
to find a set of solutions that satisfies the 
objectives at an acceptable level without 
being dominated by any other solution. 
That is, the final solution of the decision-
maker is always a trade-off.
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Let us consider N  SON functions that 
pursue the optimization of K  objecti-
ves. A minimization problem with K  
objectives can be formulated as follows:

, , ,F F Fminimize

subject to

s s s

s S

K1 2 f

!

^ ^ ^ ^h h hh

where , ,s ss n1 f=  is an n-dimensional 
decision variable vector in the solution 
space .S  Thus, the objective is to find an 
objective vector s)  (feasible solution) 
that minimizes a given set of K  objec-
tive functions, i.e., we say that s)  is Pare-
to optimal if there is no alternative 
vector s where improvements can be 
made to at least one SON objective 
function without reducing another one.

Among the multi-objective formula-
tions available in the literature, we use 
NSGA-II [5]. The reason for using this 
approach is that these kinds of methods 
take advantage of genetic algorithms 
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(GAs), which are heuristic algorithms 
that can adapt their objective functions 
to the multi-objective problem. GAs are 
able to improve partial solutions since 
they create new individuals by perform-
ing selection, crossover and mutation, 
but at the same time they keep the best 
individuals (i.e., the elitism). In this 
regard, NSGA-II allows less computa-
tional complexity than other evolution-
ary algorithms, and it also prevents the 
loss of good solutions once they are 
found since it preserves the elitism.

The concept of GA was introduced 
by Holland in [23]. GAs are inspired by 
the evolutionary theory explaining the 
natural selection. In GAs, a solution 
vector is called a chromosome, which is 
represented by a series of genes made of 
discrete units. Each unit controls one or 
more of the chromosome features. A 
chromosome corresponds to a unique 
solution s in the solution space .S  GAs 
manage a set of chromosomes or popu-
lation, which is usually initialized by 
random valid solutions. As the search 
evolves, the population eventually con-
verges to a single solution. To do that, 
the two most important operators are 
crossover and mutation. Crossover com-
bines two parent chromosomes to form 
two new solutions called offspring. By 
iteratively applying the crossover opera-
tor, the best offsprings appear more fre-
quently in the population, leading to 
convergence toward a good solution. 
On the other hand, mutation introduces 
genetic diversity in the population by 
means of random alterations in the off-
spring. The probability of mutation is 
very small and depends on the length of 
the chromosome. Therefore, the new 
chromosome produced by mutation 
will not be very different from the ori-
ginal one.

Given this, the procedure is adapted 
to our particular problem as follows: 

NSGA-II starts with a random initial 
population , ,s s p1 sizef  of size .psize  
Each feasible solution corresponds to a 
vector of size ,M  where each value 
denotes the network parameter to be 
optimized, which is associated with 
each cell. In order to evaluate the fit-
ness of each chromosome, in each iter-
ation ,t  we collect nl measurements at 
some arbitrary points in the scenario. 
These measurements are obtained as a 
consequence of having configured the 
parameters of the scenario according to 
each chromosome .s  These nl  mea-
surements (new data) and the built 
model already described in Section 
III-A, are the inputs to the prediction 
function, which gives us the UE per-
formance. As a result, for each ,s S!  
we obtain a predicted performance 
metric. The algorithm applies crossover 
and mutation to create an offspring 
population. In generation ,t  an off-
spring population of size psize  is created 
from the parent population, and non-
dominated fronts , , ,F F FK1 2 f  are 
identified in the combined population. 
The next population is filled starting 
from solutions in ,F1  then ,F2  and so 
on. A high-level overview of the pro-
cess is depicted in Figure 4.

In summary, we first exploit the huge 
amount of data already available in the 
network to predict future network per-
formance. We build a prediction model 
based on historical UE measurements 
and we apply regression analysis tech-
niques to predict network performance. 
Second, we use the built model as an 
input of the multi-objective evolution-
ary algorithm to solve potential conflicts 
by finding a set of solutions that satisfies 
the objectives without being dominated 
by any other solution. In this way, the 
gain in time is substantial since the built 
model allows fast performance evalua-
tion when optimization is running.

IV. MLB and MRO Function Conflict
In this section, we analyze in detail the 
MLB-MRO SON conflict. First, we 
explain the handover triggering proce-
dure. Second, we explain the reason for 
the conflict, and finally, the considered 
performance indicators.

a. Handover Triggering Procedure
Among the different handover trigger-
ing procedures in LTE, we focus on 
Event A3, which is the main criterion to 
manage intra-LTE mobility. Event A3 is 
defined as the situation in which the UE 
perceives that a neighbor cell’s RSRP is 
better than the serving cell’s RSRP by a 
certain margin [24]. In order to reduce 
the ping-pong effect, measurements 
used to assess the event are averaged, 
hysteresis margins are introduced and 
the conditions must be met during the 
so-called TTT. Hence, the event enter-
ing condition is defined as

 
RSRP RSRP offset

Hysteresis CIO

nc sc2 +

+ -
 

where RSRPnc  and RSRPsc  are the av -
eraged reference signal power strengths 
of the neighbor and the serving cell, 
respectively, while offset and hysteresis 
parameters cause the serving and neigh-
bor cells to be more and less attractive, 
respectively [24]. The combination of 
both defines a net hysteresis margin 
that delays notification of the event to 
guarantee that the neighbor cell is now 
the dominant one. These values are 
used as a basis and can be modified to 
adapt the condition to a particular UE 
mobility status, for example, being 
reduced for a high-speed UE. Finally, 
the cell individual offset, or CIO, is a 
cell-specific parameter set by the serv-
ing cell for each of its neighboring 
cells. It is used for load management, 
since the higher its value, the more 
attractive the corresponding neighbor 
will be. The whole process can be ap  -
preciated in Figure 5a, which shows 
the trace of average RSRP measure-
ments from the serving cell and a 
neighbor before and after a handover. 
On the other hand, Figure 5b illustrates 
the difference between the hysteresis 

Ensemble learning produces more accurate predictions 
than a single regression model would. The bagged 
support vector machines method is used to create  
our predictor.
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margin and the TTT taken by each 
SON function.

B. SOn Conflict
In order to explain the SON conflict, we 
implement MLB and MRO SON func-
tions in a distributed manner. As previ-
ously introduced, both of them aim at 
adjusting the CIO, hysteresis and the 
TTT handover parameters for different 
purposes. The goal of MLB is to optimize 
the network quality of service (QoS) by 
evenly distributing the load among the 
different cells. On the other hand, the 
MRO aims at decreasing the number of 
radio link failures (RLFs) caused by too-
early or too-late handovers.

Figure 6 shows that the two SON 
functions are implemented in a distribut-
ed manner and concurrently executed in 
a per-cell manner. In order to analyze the 
MLB-MRO SON conflict, we assume 
that the serving cell ( )cellA  is overloaded 
and its neighbor ( )cellB  has a lower load. 
Therefore, cellA  chooses its neighbor 
cellB  to balance the load, and the action 
request is to adjust the CIO, the hysteresis 
and TTT handover parameters. This way, 
the condition in Event A3 can be met by 
UEs close to the cell edge. Hence, several 
handovers will happen from cellA  to 

,cellB  thus transferring part of the load to 

.cellB  This results in too-early handovers 
of UEs in cellA  causing an increase in the 
RLFs rates and ping-pong effects. As a 
consequence, the MRO SON function 
detects these metrics and tries to reduce 
them by requesting new changes in CIO, 
the hysteresis and TTT parameters. Since 
cellA  is still overloaded, the MLB changes 
the handover parameters again and the 
MRO will also change them in the 
opposite direction, thus yielding an end-
less loop.

C. Performance indicators
Besides the UE measurement reports, 
which contain RSRP and RSRQ val-
ues coming from the serving and the 
neighboring cells, the data about the 
performance of each UE is also collect-
ed once it performs a handover. These 
metrics are chosen based on the objec-
tive of each SON function.

On the one hand, the main objective 
of MLB is to improve end-user experi-

ence and achieve higher system capacity 
by distributing user traffic across system 
radio resources. As a consequence, the 
load of a cell is measured in terms of the 
average physical resource blocks (PRBs) 
that can be allocated to the users and the 
average signal to interference plus noise 
ratio (SINR) of each cell. The number of 
bits at the physical layer, referred to as 
the transport block size (TBS), is chosen 
taking into account the data that need to 
be transmitted by a UE. The media 
access control (MAC) has to first decide 
on the modulation scheme that can be 
scheduled to the user and then check the 
physical resource grid for the availability 
of the resource blocks. Given this, the 
MAC can decide upon the modulation 
and coding scheme index and its TBS 
index taken from [25], and then decide 
the number of PRBs that can be allocat-
ed to the user (i.e., users are allocated a 
specific number of subcarriers for a pre-
determined amount of time).
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Figure 5 Effect of the handover parameters. The figure on the left side depicts the perceived RSRP of serving cell and a neighboring cell by a 
UE, which crosses the border of the cells. By default, the algorithm uses a hysteresis margin of 3.0 dB and a TTT of 256 ms. On the right, the 
MLB and MRO tune these values in order to achieve their own goals.

The proposed scheme, BDA-NSGA-II, allows to 
obtain a set of network configurations that improves 
its performance when conflicting optimization 
functionalities are present.
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On the other hand, the main objec-
tive of MRO is to guarantee proper 
mobility. So, in this case, RLF and the 
ping-pong effect are the performance 
metrics. RLFs may happen due to poor 
handover parameter settings, for exam-
ple, a UE’s being forced to hand off too 
early to a cell and, as a consequence, fail-
ing to establish the new connection 
before a timer expires. The ping-pong 
effect happens when a new handover is 
performed back to the source cell right 

after a successful handover and a new 
handover is performed before a deter-
mined minimum time of stay. In both 
cases, the MRO will be activated.

At the beginning of every Transmis-
sion Time Interval (TTI), the system 
will detect the load level of every cell. 
If the resource usage is higher than a 
threshold, the MLB will be activated in 
that particular cell. On the other hand, 
if the system detects that RLFs occur 
in the serving cell before, during or 

after a handover procedure, the MRO 
will be activated.

V. Performance Evaluation
As we stated earlier, in order to evaluate 
the performance of the proposed 
scheme, we consider the MLB-MRO 
SON conflict. We first present the simu-
lation scenario and then the simulation 
results for this SON conflict.

a. Simulation Parameters
The proposed scheme is assessed by 
means of the 3GPP-compliant, full pro-
tocol stack, ns-3 LTE-Evolved Packet 
Core Network Simulator (LENA). The 
simulation setup is based on the assump-
tions for evaluating the SON conflict. 
We consider two sites of tri-sectored 
macro eNodeBs (i.e., three sectors per 
each site, resulting in six cells) regularly 
deployed with a 500 m inter-site dis-
tance and with UEs nonuniformly 
spread. A full-buffer traffic model, Trans-
mission Control Protocol (TCP) and a 
Proportional Fair (PF) scheduler are 
considered. The PF works by scheduling 
a user when its instantaneous channel 
quality indicator is above its own aver-
age channel. The rest of the simulation 
parameters are described in Table 1.

The LTE module of ns-3 has been 
used to evaluate the capacity of the pro-
posed scheme and to solve the SON 
conflict proposed in Section IV. By 
doing this, we model not only the LTE 
radio access network, but also the corre-
sponding core network, known as the 
Evolved Packet Core (EPC). In this 
sense, the EPC mode is used to provide 
end-to-end connectivity to the users. 
The EPC model also enables a direct 
connection between two eNBs (X2 
procedure) to handover a UE from a 
source eNB to a target eNB, and the 
user average throughput is obtained by 
enabling the Radio Link Control 
(RLC) simulation output. Notice that in 
the LTE-EPC ns-3 network simulator, 
generally, there is no RLF (handling of 
radio link failure is not yet modeled), 
i.e., once the UE goes into a connected 
mode, it does not change its state dur-
ing the simulation. In order to bypass 
this issue, we tune the handover by 
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Action request: Adjust CIO, Hysteresis
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Figure 6 In the figure on the left side, the MLB aims at increasing the number of handovers 
by adjusting the CIOAB  shorter to force UEs to handover to ,cellB  whereas in the figure on the 
right side the MRO aims at decreasing the number of handovers by adjusting the CIOAB  larger 
to prevent too-early handovers.
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increasing the timers (e.g., the handover 
joining time). As a consequence, when a 
handover radio link failure occurs, 
handover timers will indicate such situa-
tion in a natural manner. In the case that 
a UE goes very far away from the eNB, 
schedulers just stop assigning resources 
to that UE, and once it comes back, 
allocations start again. As a result, we 
consider that a UE detects an RLF 
when its channel quality indicator is 
equal to zero, and the MAC traces of 
that UE will be zero, meaning, the UE is 
out of range during that period of time. 
The handover parameters are described 
in Table 2, and the ML and genetic 
algorithm parameters are described in 
Tables 3 and 4.

B. Simulation Results
We present the simulation results that 
allow a performance comparison between 
two different schemes:
1) The MLB and MRO are indepen-

dently executed, and they tune the 
CIO, hysteresis and TTT hando-
ver parameters to achieve their 
own objectives.

2) Proposed scheme: The self-coordi-
nator framework is activated to 
avoid the MLB-MRO SON con-
flict (BDA-NSGA-II).

In order to evaluate the performance of 
the MLB-MRO SON functions, each 
one is executed independently. We 
implement both of them by taking 
advantage of genetic algorithms. For this 
scheme, the metrics are the average 
SINR to evaluate the performance of 
the MLB SON function, and the RLF 
rate for the case of the MRO SON 
function. We define the RLF rate as the 
number of RLFs divided by the total 
number of handovers performed during 
a predefined time window. Figures 7a 
and 7b show the fitness value of the best 
individual found in each generation 
(Best) and the mean of the fitness values 
across the entire population (Mean). We 
observe that, the chromosome tends to 
get better as generations proceed. Fig-
ure 7a depicts the time evolution of the 
average SINR in the scenario during 
the evolution of the genetic algorithm. 
We observe that, as the generations pro-
ceed, the MLB SON function is able to 

find the configuration of the vector 
with handover parameters that maxi-
mize the value of SINR. Similar behav-
iors can be appreciated in Figure 7b, 
where the figure shows the evolution of 
the genetic algorithm in terms of the 
ratio of RLF.

Figures 8a and 8b show the perfor-
mance of each cell in the network as a 
consequence of the actions taken by 
MLB and MRO SON functions. In Fig-
ure 8a, we observe that the actions taken 
by the MLB function yield higher values 
of SINR. This is because the number of 
overloaded cells has been reduced by 
choosing appropriate neighbors to 
balance the load. The action that is 

Table 1 Parameters.

lTe Value 

SchEdULER PROPORTIONaL FaIR

TRaNSPORT PROTOcOL TRaNSMISSION cONTROL PROTOcOL (TcP) 

dL/UL TRaFFIc MOdEL FULL-BUFFER 

LayER LINk PROTOcOL RadIO LINk cONTROL (RLc) 

MOdE UNackNOwLEdGEd MOdE (UM) 

caRRIER FREqUENcy 2 Ghz 

BaNdwIdTh 5 Mhz dL aNd UL 

NUMBER OF PRBs 25 

TRaNSMISSION TIME INTERvaL (TTI) 1 MS 

SIMULaTION TIME 200 S 

Macro cell scenario 

MacRO-cELL SITES 2

NUMBER OF cELLS 6 

NUMBER OF UEs PER cELL IN ThE RaNGE [ ]7 37-

NUMBER OF UEs 108 

MacRO-cELL Tx POwER 46 dBm 

UE Tx POwER 10 dBm 

dISTaNcE BETwEEN adJacENT  
MacRO-cELL SITES

500 M

OvERLOadEd cELL 1 

Table 2 Handover parameters.

ParaMeTers Value 

RSRP RaNGE 0-97 dBM 

cIO vaLUES 0-30 dB 

hySTERESIS 
vaLUES 

0-15 dB 

TTT 13 FIRST vaLId vaLUES 
(aLL IN MS) [24]

MOBILITy RaNdOM waLk 
MOBILITy 

Table 3 Bagged-SVM parameters.

ParaMeTers Value 

SvM-TyPE EPS-REGRESSION

SvM-kERNEL RadIaL 

cOST c  100

GaMMa c 2 

EPSILON e  0.1 

NRMSE 0.06 

SaMPLE METhOd BaGGING 

NUMBER OF  
ITERaTIONS 

1000 

Table 4 GA parameters.

ParaMeTers Value

NUMBER OF GENERaTIONS 100 

INITIaL POPULaTION SIzE 50 

SIzE OF s  18 

MUTaTION PROBaBILITy 0.25 

cROSSOvER PROBaBILITy 0.8 

NUMBER OF ELITES 2 
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 requested by the MLB function is tuning 
the values of the CIO, the hysteresis 
margin and the TTT to promote hando-
vers. However, due to the new consecu-
tive handovers, executed within a short 
period of time, the ratio of RLF increas-
es (see Figure 8b). We observe opposite 
behaviors in case of the MRO SON 
function, which decreases the ratio of 
RLF in each cell, but also decreases the 
values of SINR in each cell.

In the following paragraphs, we ana-
lyze the performance results for the pro-
posed scheme. As we stated in Section V, 
the metrics that have been considered 
are the average number of PRBs allocat-
ed to each user and the MLB and MRO 
objective functions, average SINR and 
RLF and ping-pong ratios, respectively.

As we already explained in Section III, 
once we extract the most relevant infor-
mation from the mobile network, the 
next step is to obtain the network per-
formance prediction model. To do that, 
we determine the SVM tuning parame-

ters (see Table 4) prior to fitting the 
model, and then we fit the training data. 
The SVM regression model is run sev-
eral times, each with a different subset of 
training samples. Finally, in order to 
evaluate the accuracy of the predictions, 
the performance of the learned function 
is measured on the test set, resulting in 
94% prediction accuracy, which is 
expressed in terms of (1-NRMSE)×100, 
where NRMSE is the normalized 
RMSE. Then, the network performance 
prediction model is fed into the NSGA-
II, which finds the best configuration of 
handover parameters for each cell. The 
first step when solving a multi-objective 
problem is to get a handle on the feasi-
ble region. Figures 9a and 9b capture 
the whole spectrum of the Pareto front 
considering the average number of 
PRBs and the average SINR respective-
ly. Note that the Pareto front has four 
dimensions, one for each of the perfor-
mance metrics to optimize: the radio 
link failure rate, the ping-pong rate, the 

average number of physical resource 
blocks allocated to UEs and the average 
SINR. Hence, in order to provide an 
insightful representation, we have pro-
vided two 3-D projections (Figures 9a 
and 9b). Each figure represents three of 
the objectives: the ratio of RLFs, the 
ping-pong rate and the average number 
of PRBs per UE in case of Figure 9a 
and the average SINR in Figure 9b. If 
there were a single point that minimizes 
these objectives, it would be the solu-
tion; but often, there are different opti-
mal points for each objective. These are 
represented on the top of the figure and 
they determine the Pareto front. Any 
point on this front is a non-dominated 
or “Pareto optimal” solution. By moving 
along the curve, it is possible to priori-
tize the minimization of RLFs and 
ping-pong rate at the expense of the 
SINR, or vice versa, but we cannot 
improve all three of them at once, and 
the blue shaded region is the feasible 
region. However, any point in the  feasible 
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region that is not on the Pareto front is 
not a non-dominated solution. Each 
objective can be improved with no pen-
alty to the other. From these figures, we 
observe that the proposed scheme, 
referred to hereafter as BDA-NSGA-II, 
gives us the set of points that provides 
the best performance of conflicting 
SON functionalities, i.e., by predicting 
the performance metric based on the 
historical data collected from the net-
work, we are able to find the operating 
point that provides the best performance 
trade-off. Moreover, Figures 10a-10c 
represent the parameter space. That is, 

each bin represents the ratio (%) of the 
values of the CIO, hysteresis and TTT 
on the Pareto front. In order to avoid 
misunderstanding due to the diversity in 
CIO and hysteresis values, we define 
three different indicators for Figures10a 
and 10b. Please note that the meaning 
of the x-axis labels are indicated in 
Table 5. In order to calculate the ratios, 
we consider the frequency distribution 
of the values of each handover parame-
ter chosen by each SON function and 
the proposed scheme in the last pop-
ulation of solutions. Then, for each 
value we calculate the percentage as 

( / ) ,n p 100occurrences size #  where noccurrences  
is the number of times that each value 
has been selected in the solutions, and 
psize  is the size of the population itself.

We observe that for the case of CIO 
and hysteresis parameters, the medium 
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indicators.

cio HysTeresis

LOw [0, 10] [0, 5] 

MEdIUM (10, 20] (5, 10] 

hIGh (20, 30] (10, 15] 



64    IEEE ComputatIonal IntEllIgEnCE magazInE | may 2018

values have the highest rate. On the 
other hand, for the TTT, which delays 
handover execution, just 8 values out of 
the 16 possibilities defined by the 3GPP 
are found, with 128 ms being the most 
likely one. It is important to note that all 
the solutions in the Pareto front are 
non-dominated and constitute a global 
solution to the SON conflict in the 
form of trade-off. That is to say, the 
tool provides a set of solutions, and 
the operator must choose one or another 
depending on the objective to be prior-
itized. It is a usual practice to define 
thresholds for each of the performance 
metrics and to choose a solution res-
pecting all of them (or at least the clos-
est one). In this particular example, we 
choose one of the solutions having an 
RLF ratio < 1%, ping-pong rate < 1%, 
average SINR > 15 dB and the average 
number of allocated PRBs > 2. Fig-
ure 11 shows the Cumulative Distribu-
tion Function (CDF) of the cell average 
throughput. From this figure, we observe 
that our proposed scheme is able to find 
the operating point that provides the 
best performance trade-off.

VI. Concluding Remarks
In this paper, we have addressed the 
issue of SON conflict. In particular, we 
focus on the SON conflict that results 
from the concurrent execution of mul-
tiple SON functions. The main con -
tri bution of this work is to present a 
framework that is able to take advantage 
of big data analytics, i.e., we exploit the 
huge amount of data already available in 
the network to predict future perfor-

mance. We build a prediction model 
based on historical UE measurements, 
and we apply regression analysis tech-
niques to predict network performance. 
The built model is then used as an input 
of multi-objective evolutionary algo-
rithm to solve the potential conflicts by 
finding a set of solutions that satisfy the 
objectives at an acceptable level without 
being dominated by any other solution.

To evaluate the performance of the 
proposed scheme, we focus on the 
MLB-MRO SON conflict. The simula-
tion results demonstrate the ability of the 
proposed scheme to solve conflicts based 
on a prediction of network performance, 
which is obtained from a proper analysis 
of UE measurements. As a result, the 
proposed scheme learns from past expe-
rience to predict network performance 
according to the target of each SON 
function and then solve the conflict 
based on non-dominated solutions.
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Abstract

o ne of the fundamental challenges 
in brain-computer interfaces 
(BCIs) is to tune a brain signal 

decoder to reliably detect a user’s inten-
tion. While information about the 
decoder can partially be transferred 
between subjects or sessions, optimal 
decoding performance can only be 
reached with novel data from the current 
session. Thus, it is preferable to learn from 
unlabeled data gained from the actual 
usage of the BCI application instead of 
conducting a calibration recording prior 
to BCI usage. We review such unsuper-
vised machine learning methods for BCIs 
based on event-related potentials of the 
electroencephalogram. We present results 
of an online study with twelve healthy 
participants controlling a visual speller. 
Online performance is reported for three 
completely unsupervised learning meth-
ods: (1) learning from label proportions, 
(2) an expectation-maximization approach 
and (3) MIX, which combines the 
strengths of the two other methods. After 
a short ramp-up, we observed that the 
MIX method not only defeats its two 

unsupervised competitors but even per-
forms on par with a state-of-the-art reg-
ularized linear discriminant analysis 
trained on the same number of data 
points and with full label access. With this 
online study, we deliver the best possible 
proof in BCI that an un   supervised 
decoding method can in prac-
tice render a supervised 
method unnecessary. 
This is possible de -
spite skipping the 
calibration, without 
losing much per-
formance and with 
the prospect of 
con   tinuous im -
prove ment over a 
session. Thus, our 
findings pave the way 
for a transition from sup -
ervised to unsupervised learn-
ing methods in BCIs based on event- 
related potentials.

I. Introduction
Many applications in the field of human-
device interaction need a calibration 

phase prior to the actual usage of the 
application. During calibration, the user is 
requested to perform a series of pre-
defined tasks in order to collect example 
data, for which the user’s intentions are 
known. Machine Learning (ML) methods 

then use this labeled data to learn the 
subject-specific brain signal 

characteristics and predict 
the user’s intention on 

new unseen data. In 
the field of Brain-
Computer Inter-
faces (BCI), these 
predictions can 
enable the user to 
control applica-

tions and physical 
devices by translating 

brain activity into con-
trol commands [1]–[5]. 

One research goal in BCIs is 
to replace lost or faulty neurobiological 

pathways, e.g., for patients with Amyo-
trophic Lateral Sclerosis (ALS) [6]–[8], by 
computational intelligence, for instance, to 
restore communication [2], [9] or control 
a wheelchair [10].
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Calibration is challenging in BCI, 
because the signal-to-noise ratio (SNR) 
is unfavorable and the subject-to-subject 
variability is large [5]. Depending on the 
type of paradigm chosen, the calibration 
time can differ between minutes [11] to 
multiple sessions [12]. Even though it 
was shown that the calibration time can 
be partly reduced by transferring brain 
signals from within the same subject [13] 
or other subjects [14]–[16], a rest of sub-
ject- and session-specific variation 
remains to be learned.

To tackle this learning challenge, dif-
ferent strategies have been proposed. 
They can be subdivided into two 
groups: The first group takes a pre-
trained classifier and updates it with 
unlabeled new data from the current ses-
sion [17]–[23]. We refer to this approach 
as unsupervised adaptation. Algorithms 
implementing unsupervised adaptation 
rely on the assumption that suitable 
training data is available or can be 
recorded in order to pre-train a classifier. 
However, for subjects with limited atten-
tion span or atypical brain patterns, e.g., 
stroke survivors, this might not be the 
case. To overcome this limitation, a sec-
ond group of algorithms was recently 
proposed for BCIs. These algorithms can 
learn the individual brain characteristics 
from scratch without requiring any 
labeled data at all [24]–[30]. We refer to 
them as unsupervised learning methods. 
They are a generalization of the first 
group of algorithms as they can also be 
initialized with good parameters ob
tained via transfer learning. See Fig. 1 
for an illustration of the difference bet
ween the two groups.

Both approaches are able to update 
their decoding model during the actual 
usage of the BCI application and hence, 
also to adapt to changing signals over 
time. To accomplish this, the ML meth-
od is required to learn from unlabeled 
data, i.e., when the user’s intentions are 
unknown. The BCI community seems 
to be in need of unsupervised decoding 
methods: The review of Nicolas and 
colleagues [31] identified unsupervised 
adaptation as one of the six “key chal-
lenges for BCI deployment outside the 
lab”. Millán and colleagues [32] stress 

the importance of adaptation for skill-
learning in BCI (e.g., for rehabilitation 
after stroke), as it “increases the likeli-
hood of providing stable feedback to the 
user, a necessary condition for people to 
learn to modulate their brain activity”. 
Unsupervised learning also bears the 
potential of exploiting large unlabeled 
data sets to find common brain pat-
terns—a key ingredient for developing 
true plug & play BCI systems.

A different line of work explores 
strategies to adapt the policy of the 
interaction between user and computer 
instead of adapting the brain signal 
decoder [33]–[38]. These policy adapta-
tion approaches rely on the detection of 
error-related potentials, i.e. signals, that 
reflect the observation of an error, in 
order to infer the correct or intended 
actions of the user.

In our paper, we first carefully review 
the attempts of unsupervised adaptation 
and unsupervised learning for decoding 
event-related potentials (ERPs)—brain 
responses that are widely used in BCI 
paradigms. Then we present results from 
an online BCI study based on record-
ings of the electroencephalogram (EEG), 
comparing three different unsupervised 
learning methods that build its decod-
ers from scratch. For the first time, we 

demonstrate that unsupervised learning 
methods in BCI can—in practice—uti-
lize unlabeled data as efficiently as a 
state-of-the-art supervised method after 
an initial ramp-up. With that contribu-
tion, we strive to further increase the 
usability of BCI systems in practice.

A. Event-Related Potentials
ERPs are evoked transient brain respons-
es to a sensory, cognitive or motor event. 
One way of eliciting them is to present 
external stimulation events to the user, 
e.g., by visually highlighting symbols on 
a computer screen [9], or by presenting 
sounds [39]. By mapping each symbol or 
sound to a control command, the user 
can select an action by focusing his 
attention on the corresponding stimulus 
event. This makes it possible to control a 
wide range of applications based on 
visual ERPs, e.g., for spelling [9], [40], 
web browsing [41], games [42], [43], 
browsing and sharing pictures [44], pre-
dicting emergency brakes in a driving 
scenario [45], controlling objects in a 
virtual environment [46], [47] and artis-
tic expression through painting [6], [8].

Visual ERP-based BCIs have several 
desirable features [5], [11]: (a) They re
quire virtually no subject training, (b) 
can be realized with standard hardware, 
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Figure 1 Unsupervised learning vs. unsupervised adaptation. Red and blue dots indi-
cate historic labeled training data from two classes. Grey dots depict unlabeled data. Dashed 
lines indicate classification models. The general goal is to find a model which separates the 
two classes as good as possible. Label information is necessary only in the adaptation scenar-
io. For transferring the classification model, only a slight adaptation may be necessary while 
the unsupervised learning algorithm has to learn the model from a random initialization.
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(c) have a high user acceptance, (d) gen-
erally need less than 10 minutes to be 
calibrated [11] and (e) are effective for 
almost all healthy users [48] and for 
many patients with ALS [6]–[8]. Overall, 
BCIs based on visual ERPs are widely 
used, even though faster alternatives 
exist in terms of information transfer 
[49]. Examples are code-modulated 
visual evoked potentials (c-VEP) [50] 
also including broad-band stimulation 
paradigms [51] and paradigms based on 
steady state visual evoked potentials 
(SSVEP). For the latter, Chen et al. [52] 
have demonstrated how users can write 
up to one character every second. The 
c-VEP and SSVEP approaches, however, 
require a high temporal precision of the 
visualization hardware and a high level 
of gaze control. SSVEP stimulation can 
be perceived as a high workload and—
due to its flickering characteristics—may 
even evoke seizures in epileptic users.

Importantly, visual ERP-based BCIs 
often have the advantage that the stimu-
lus presentation mode leads to a special 
structure of the collected brain signal 
data, which can be exploited by unsu-
pervised learning methods. For instance, 
in the case of the well-known P300 
speller by Farwell and Donchin [9], the 

user can select to spell between 36 sym-
bols which are arranged in a 6 6#  grid 
by focusing his attention on the target 
letter. Rows and columns are highlight-
ed in alternating order. A complete 
highlighting round of 12 events is called 
an iteration. Typically, multiple iterations 
are necessary to uniquely determine the 
attended character. This highlighting 
scheme is inducing constraints on the 
data, e.g., exactly one row and one col-
umn of the symbol grid will contain the 
selected letter while five rows and col-
umns do not contain it. Also, knowing 
the selected symbol uniquely deter-
mines each event as being attended (tar-
get) or not-attended (non-target). These 
and more constraints allow for efficient 
learning from unlabeled data in ERP-
based BCIs, something which is not yet 
sufficiently explored in the oscillatory 
domain. For an analysis of transfer 
learning and unsupervised adaptation in 
the oscillatory domain, which is not in 
the scope of this review, we refer to the 
work by Lotte and colleagues [53].

II. Review of Related Work
Different attempts have been undertaken 
to accomplish learning from unlabeled 
data in ERP-based BCIs. We begin by 

reviewing examples from the group of 
unsupervised adaptation techniques (some-
times also referred to as semi-supervised 
[53] methods), before discussing unsuper-
vised learning approaches. We want to 
emphasize that all unsupervised methods 
can be used for an ordinary visual P300 
speller unless specified otherwise. The 
ML model is hidden from the user such 
that the interaction between user and 
computer remains the same except for 
the quality of the control signals.

A. Unsupervised Adaptation for ERP
Unsupervised adaptation always relies on 
a classifier that has been pre-trained on 
supervised data from the same or other 
subjects. For transferring it to a novel 
user or to the next session, the pre-
trained classifier is then adapted using 
unlabeled data gained during the usage 
of the BCI application. An overview of 
currently published methods is given in 
the top part of  Table 1.

1) naïve labeling
Lu et. al [17] proposed an approach in 
which a subject-independent classifier is 
first trained on historic data and then 
used to predict the labels for newly 
recorded ERP signals. Assuming that 
these predictions are correct, the model 
is then retrained with the new data to 
obtain an updated classifier. Obtained 
labels are called “naïve” as it is uncertain 
whether they are correct or not. To 
measure the degree of uncertainty, Lu et 
al. introduced a confidence score that is 
measuring how consistently the labels 
were predicted during the spelling of 
one letter. Only when a high consisten-
cy is observed, they trusted an estimated 
label. Otherwise, the unlabeled data was 
discarded. While their approach worked 
well in an offline study using a visual 
spelling paradigm with 10 healthy sub-
jects, it can be expected to have severe 
problems when the initial accuracy is 
close to chance level, e.g., in patient 
data or in auditory ERP data with a 
low SNR. In this case, the instability of 
the labeling can cause runaway errors 
[56]. The self-labeling approach was also 
used by Kindermans et al. [54] for a 
class re-weighted version of the Ridge 

Table 1 Overview of unsupervised adaptation and unsupervised  
learning methods for event-related potentials.

Main ConCepT reFerenCe 

unsupervised adapTaTion

1) NaïVe LabeLiNG: aDaPTaTioN baseD oN 
 PReDicTeD LabeLs 

Lu, 2009, [17]; KiNDeRMaNs, 2011, 
[54] 

2) co-TRaiNiNG Two cLassiFieRs baseD oN 
 PReDicTeD LabeLs 

PaNicKeR, 2010, [18] 

3) usaGe oF eRRoR-ReLaTeD PoTeNTiaLs as  LabeL 
iNFoRMaTioN 

ZeyL, 2016, [19] 

4) PooLeD MeaN & coVaRiaNce aDaPTaTioN 
 DisReGaRDiNG LabeLs 

ViDauRRe, 2011, [20]; iN eRP: 
DäHNe, 2011, [21] 

5) aLTeRNaTiVeLy esTiMaTiNG csP aND RieMaNNiaN 
cLassiFieR 

baRacHaNT, 2014, [55]; iN MeG: 
boLaGH, 2016 [22]

unsupervised learning

1) exPLoiTiNG TasK coNsTRaiNTs aND eRRoR- 
ReLaTeD PoTeNTiaLs 

GRiZou, 2014 [28], [29]; iTuRRaTe, 
2015 [30] 

2) uTiLiZe DaTa coNsTRaiNTs wiTH 
 exPecTaTioN-MaxiMiZaTioN (eM)

KiNDeRMaNs, 2012, 2014 [24], [25] 

3) MoDiFy PaRaDiGM To LeaRN FRoM LabeL 
 PRoPoRTioNs (LLP) 

HübNeR, 2017, [26] 

4) Mix: coMbiNe THe MeaN esTiMaTioNs FRoM eM 
aND LLP 

VeRHoeVeN, 2017, [27] 
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regression and was shown to outper-
form a non-adaptive classifier on the 
BCI Competition III data set [57].

2) two-classifier Co-training approach
Panicker et al. [18] extended the idea of 
naïve labeling using two classifiers—
Fisher linear discriminant analysis and 
Bayesian linear discriminant analysis—
which co-train each other. To do so, both 
classifiers are first initialized on a labeled 
training data set. Then both classifiers 
determine the labels for a chunk of 
unseen and unlabeled data points. These 
points with corresponding estimated 
labels are then added to the current 
training data set of the other classifier and 
both classifiers are retrained. This proce-
dure is repeated until convergence or 
until the improvements (measured by a 
confidence score) are minimal. The 
authors evaluated this approach using an 
offline visual ERP speller study with 
data from five healthy subjects. For this 
relatively small number of subjects, it was 
found that the co-training approach out-
performs the naïve labeling strategy of a 
single classifier in most situations, howev-
er, runaway errors may still occur.

3) pooled mean and  
Covariance adaptation
Vidaurre et al. [20] suggested an unsu-
pervised adaptation method of a linear 
discriminant analysis (LDA) classifier. 
LDA assumes a class-wise normal distri-
bution with class means ( ),1 2n n  and 
shared covariance matrix .CR  It finds a 
linear hyperplane de  fined by the orthog-
onal vector w  by computing [58]:

 ( )w C
1

2 1n nR= --  (1)

Empirical data shows that the assump-
tions made by the LDA are closely met 
by ERP data [58] and hence, LDA is a 
widely used and competitive classifier in 
BCIs [58], [59]. One can show that 
replacing the shared covariance matrix 

CR  by the global covariance ,R  which 
disregards label information, leads to the 
same direction of w  given the correctly 
recovered class means. Technically, this 
can be understood as a least squares clas-
sifier with re-scaled outputs [60]. For 

that reason, Vidaurre et al. proposed an 
adaptation scheme which adapts either 
only the common class means or both, 
the class means and the global covariance 
matrix in an unsupervised fashion. This 
approach was shown to outperform a 
fixed supervised classifier on motor 
imagery data both in simulations and 
online. It can readily be applied to ERP 
data as demonstrated in [21].

4) adaptation Based on  
Error-Related potentials
When the user perceives a mistake, e.g., 
when an incorrectly spelled letter was 
shown to the user, a time-locked error-
related potential (ErrP) can be observed. 
These ErrPs can be decoded with an 
accuracy of around 80% [61]–[63] and—
depending on the application—may be 
useful to automatically correct detected 
errors [64]. Initially proposed for code-
modulated visual evoked potentials, Spül-
er et al. [65] proposed to ignore the data, 
if an ErrP is detected after showing the 
predicted character since the true class 
label is unknown and the estimated class 
label is suspected to be wrong. Other 
groups used ErrPs to adapt the policy of 
a virtual or real robot in order to achieve 
a certain goal [33]–[38]. In Section 
II-B1, we review an approach that can 
jointly learn to decode ErrPs and to 
adapt its policy to control a device.

Recently, Zeyl et al. [19] compared an 
adaptation of the decoder based on (a) 
ErrPs, (b) a naïve-labeling approach 
based on target confidence and (c) a 
hybrid approach which combines (a) and 
(b) in a visual ERP speller. The problem 
with exploiting ErrPs in the context of 
the classical visual ERP speller is that 
feedback signals are only shown at the 
end of each trial, and hence, ErrPs are 
harvested rarely compared to the num-
ber of presented stimulus events. To alle-
viate this mismatch, Zeyl and colleagues 
proposed to show both the row and the 
column selection as two separate deci-
sions to the user to collect ErrPs more 
frequently. Interestingly, an offline analy-
sis and a simulated online experiment 
with 11 healthy subjects showed that the 
naïve-labeling approach performed best, 
with the hybrid approach close behind 

and the pure ErrP approach significantly 
worse. This indicates that additional 
information from the ErrPs could not 
contribute in improving the adaptation 
in this specific experimental scenario.

5) alternatively training a Spatial 
Filter and Riemannian Classifier
Barachant and colleagues proposed an 
information theoretical framework which 
allows measuring distances between trial 
covariance matrices based on concepts of 
the Riemannian geometry [66]. The use 
of this representation and Riemannian dis-
tance has the advantage of being invariant 
under affine transformations which would 
not be the case in the original Euclidean 
space. Supervised classifiers operating on 
Riemannian distances have been success-
fully applied to ERP signals [55]. Although 
mentioned as an option, unsupervised 
adaptation was not implemented in their 
work on EEG-based ERP data [55], but it 
was implemented successfully on mag-
netoencephalography (MEG) data by 
authors around Bolagh from the same 
group [22]. Again, the premise is that 
labeled historic data from earlier subjects is 
available which is used to obtain an initial 
estimate of the novel unlabeled data.

An iterative two-step procedure for 
estimating these labels is at the core of 
their approach. It makes use of a widely-
used spatial filtering method, Common 
Spatial Patterns (CSP) [67]. As this algo-
rithm requires labels, which are not avail-
able in an unsupervised adaptation 
approach, the current label estimates are 
used in every iteration of the procedure. 
The first step involves to replace the orig-
inal trials by new “super trials”. These are 
formed by CSP-filtered original trials, 
enlarged by the two CSP-filtered class 
means. Super trials are then used to calcu-
late the so-called feature covariance 
matrices (one per trial). The second step 
takes place in Riemannian space, where 
distances between these novel feature 
covariance matrices and mean covariance 
matrices can be computed. A Rieman-
nian classifier based on labels of the last 
iteration (or on labels of historic data in 
case of the first iteration) is used to update 
the label estimate of each trial. These two 
steps are repeated until convergence.
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This approach won the open “Dec-
Meg2014” Kaggle competition. It could 
easily be transferred to EEG data.

B. Unsupervised Learning of ERP
We now address the second group of 
classifiers. Unsupervised learning ap -
proaches can learn the model parameters 
without requiring any labeled data at all, 
not even historical data. This type of 
learning is substantially more difficult as 
no initialization or prior information of 
the parameters is available compared to 
the approaches described in the previ-
ous section.

Assuming a two-class problem with 
high SNR, one could imagine an obvi-
ous approach: applying a clustering algo-
rithm would allow splitting the data into 
two groups, e.g., by assuming a Gaussian 
distribution of each class. One could 
then further identify the two clusters as 
target and non-target classes by utilizing 
structure imposed by the experimental 
design. In case of ERP paradigms, fewer 
data points can be expected in the clus-
ter formed by target points compared to 
the non-target cluster.

However, given the low SNR in 
ERP-based EEG recordings, this obvi-
ous approach would require an enor-
mous number of data points. Practically, 
it is not feasible. Instead, unsupervised 
learning methods need to exploit the 
data constraints provided by the ERP 
application as good as possible. Only this 
information allows them to solve the 
classification task despite the low SNR 
and missing labels.

We review four algorithms that 
implement unsupervised learning: (1) an 
approach combining task constraints 
with ErrPs, (2) the probabilistic expecta-
tion-maximization algorithm, (3) the 
deterministic learning from label pro-
portions—which requires a modifica-
tion of the paradigm—and (4) the 
combination of the latter two algo-
rithms. An overview is shown in the 
bottom part of  Table 1.

1) Exploiting task Constraints  
and Errps
The calibration-free approach by Grizou 
[28], [29] and Iturrate [30] is able to 

simultaneously calibrate the system while 
the user controls the BCI by making 
intelligent use of the given task constraints 
and ErrPs. The authors demonstrated the 
feasibility of the approach on a virtual 
5 5#  grid where the user should move a 
cursor to a goal position [30]. Users achieve 
control by monitoring the moving cursor 
and passively assessing whether it moves 
in the right or wrong position. In the lat-
ter case, an error-related potential is auto-
matically elicited by the user. Detecting 
those ErrPs would allow a BCI controller 
to determine the goal position. Now, the 
learning task is to simultaneously infer the 
unknown goal position as well as to train 
an ErrP decoder. This chicken-and-egg 
problem is solved by utilizing the observa-
tion that each of the 25 possible goal 
positions should lead to a different 
sequence of elicited ErrPs, thus providing 
only 25 possible ways to label the ErrP 
data. Their algorithm then assigns a higher 
likelihood to data sets that are most con-
sistent, where consistency is measured as 
the separability between the two classes 
(correct or incorrect direction). The goal 
position desired by the user is the one 
associated with the most consistent data 
set, which can, in turn, be used to update 
the parameters of the ErrP classifier. An 
online study with eight healthy subjects 
showed that this method allowed users to 
correctly navigate the cursor to more 
goals compared to a scenario where a 
supervised adaptation was conducted 
prior to the experiment and with the 
same total experiment time. Although 
their navigation problem is formulated in 
a grid shape, this technique was not yet 
applied to any ERP-based spelling para-
digm, see [37].

2) Expectation-maximization
The approach by Kindermans and col-
leagues [24] also simplifies the overall 
learning task by trying to infer the latent 
variable (selected symbol) of a matrix 
speller rather than solving the more 
complicated problem to decide for each 
stimulus whether it was a target or non-
target. This reduces the number of possi-
ble configurations from an exponentially 
growing number in the latter case, to a 
limited one–36 in the case of the origi-

nal visual ERP speller. Importantly, the 
number of possible configurations only 
depends on the grid size, and does not 
change when more iterations are 
recorded to spell one character. With 
this constraint in mind, Kindermans et 
al. proposed to use a version of Bayesian 
least square regression [24], [60] which 
assumes that the feature vectors can 
be linearly projected onto two one-
dimensional Gaussian distr ibutions 
(one for targets and one for non-tar-
gets), which share the same within-class 
variance. In the original formulation, 
the goal of the decoder training is then 
to find that linear projection w  and 
per-class variance b  which maximizes 
the probability of observing the data 
given the model parameters.

The learning task is tackled by utiliz-
ing an expectation-maximization (EM) 
algorithm which alternatively estimates 
the probabilities of the latent variables—
which letter was selected by the sub-
ject—during the expectation step 
[E-step] and optimizes the parameters 
given these probabilities in the maximi-
zation step [M-step]. The EM procedure 
is repeated until convergence. This 
method can be seen as a mathematically 
rigorous version of the naïve labeling 
approach from Section II-A1.

An online study with 10 young 
healthy users showed that the EM algo-
rithm can successfully decode auditory 
ERP signals from scratch without any 
label information [25]. Given a sufficient 
amount of data, the EM approach can 
compete with a supervised classifier. In 
cases when non-stationarities occur in 
the data [25], the EM has the potential 
to outperform a non-adaptive supervised 
classifier. However, even though EM 
works well in practice, no guarantees on 
the decoding quality can be provided, 
and practically the EM algorithm often 
converges to unfavorable local maxi-
mums—especially when only a limited 
amount of unlabeled data is available.

3) learning from label proportions
The third method, learning from label 
proportions (LLP), was initially proposed 
by Quadrianto et al. [68] and was first 
applied to BCI by Hübner et al. [26]. It is 
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based on the idea that the unlabeled data 
points derived during the online use of a 
BCI can be subdivided into groups, where 
every group displays a different ratio of 
target to non-target data points. To enable 
this approach for a visual matrix speller, a 
modification of the spelling paradigm is 
necessary. Hübner et al. [26] proposed to 
modify the spelling interface with the fol-
lowing three adjustments: (a) The spelling 
matrix is extended by 10 additional #- 
symbols which serve as visual blanks and 
should never be attended by the user—as 
such they are non-targets by construc-
tion. (b) Instead of using a row-column 
highlighting scheme, the flexible high-
lighting scheme by Verhoeven et al. [69] 
is used. (c) Each trial (i.e., spelling one 
character) is composed of two inter-
leaved highlighting sequences, where 
sequence 1 only highlights normal char-
acter (it does not highlight #-symbols) 
and sequence 2 highlights normal char-
acters as well as #-symbols. These modi-
fications lead to two subgroups of EEG 
data, namely the epochs measured during 
sequence 1 and epochs from sequence 2. 
The groups show different but known 
target- to non-target ratios, which are 
stored in a mixing matrix P  and are 
known from constructing the sequences. 
The mean ERP responses of sequence 1 
and 2 ( , )1 2n n  are then given by a linear 
combination of the target and non-target 
class means ,T Nn n  as
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By inverting P and computing the 
sample means of the two sequences 

, ,1 2n nt t  unsupervised estimates for the 
class means are obtained. Importantly, 
the LLP approach comes with the theo-
retical guarantee of converging to the 
right class means given independent and 
identically distributed data points [26]. 
As a final step in the approach of Hüb-
ner et al., a modification of the linear 
discriminant analysis—using the global 
covariance instead of the shared covari-
ance matrix similar to the case in Sec-
tion II-A2—is used to compute the 
desired projection vector w .

An online study with 13 healthy 
subjects showed that LLP could reliably 
learn the classifier weights from scratch 
[26]. Simulated online experiments 
revealed, that this unsupervised learning 
approach initially outperforms the EM-
approach, but falls behind when more 
and more data is available from extended 
online use.

4) mixture method
The mixture method (MIX) by Verho-
even et al. [27] describes an analytical 
combination of the EM and LLP meth-
od. It is built on the observation that the 
previously explained two methods, EM 
and LLP, have complementary strengths 
and weaknesses. It uses a reformulation 
of the EM algorithm which is explicitly 
estimating the class means instead of the 
projection only. In the MIX method, 
the estimation of the class-wise means is 
proposed as a linear combination of the 
mean estimations found with the EM 
( )EMn  and those estimated by the LLP 
method ( ),LLPn

 ( ) ( )1MIX EM LLPn nn c c c= - +t t t  (3)

where [ , ]0 1!c  denotes the mixing 
coefficient. The coefficient c  is found by 
minimizing the expected mean squared 
error between the estimated value MIXnt  
and the unknown true parameter value 

.n  Verhoeven and colleagues showed, 
that this approach leads to an analytical 
formulation for the optimal mixture 
coefficient *

c  [27]:
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Here, d  denotes the feature dimension-
ality, and [ ]Var ( ),dn $t  denotes the variance 
(over different realizations of the data) 
of the estimator for the dth entry of the 
estimated mean .( )n $t  This variance is a 
measure of the uncertainty of the esti-
mated value. The higher the uncertainty 
on the output of the LLP method, the 
higher the weight given to the output 
of the EM method and vice versa. To 

estimate the variance in LLP, one can 
derive a closed-form solution which 
only depends on the mixing matrix and 
data variance. For the EM, no closed-
form solution exists. Additionally, only 
one realization of the data is observable 
in practical applications, and simulating 
other realizations is time-consuming 
and inaccurate. Hence, the authors used 
the approximation that the EM-estima-
tor converges asymptotically to a Gauss-
ian distribution where the variance can 
be computed based on the data [27].

Verhoeven et al. [27] compared LLP, 
EM and MIX in offline simulations on 
data of 13 subjects which is openly avail-
able at the Zenodo database1. It was found 
that the MIX method does not only com-
bine the strengths of EM and LLP but that 
it actually transcends the two single per-
formances for almost any amount of data 
on the group grand average. Interestingly, 
the simulations also showed that the MIX 
performance can compete with a super-
vised classifier which had the complete 
label information available and has been 
trained on the same amount of training 
data as MIX after a short ramp-up.

In this section, we reviewed the most 
promising unsupervised adaptation and 
unsupervised learning methods for 
ERP-based BCIs. It is of course also 
possible to combine the best of the two 
worlds. While an unsupervised adapta-
tion method crucially relies on a pre-
trained classifier, unsupervised learning 
methods can certainly also benefit from 
a good initialization of the model 
parameters based on historic labeled (or 
unlabeled) data. A study by Kindermans 
et al. [70] showed how transfer learning 
significantly improves the EM algo-
rithm. Even if the model is initialized 
poorly, unsupervised learning methods 
have a high chance of learning a good 
classifier which is not the case for unsu-
pervised adaptation methods.

III. Methods
The main goal of the current paper is to 
verify the promising results of the MIX 
study in an online study. Even though 
authors of offline simulations try hard to 

1DOI: http://doi.org/10.5281/zenodo.192684.
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avoid overfitting pitfalls, only the 
evaluation in an online experiment can 
serve as a gold standard to validate novel 
decoding methods. Thus, we describe in 
the following an online study which 
compares the unsupervised learning 
approaches, EM, LLP and MIX in a 
visual ERP speller.

A. Participants
In a single experimental online session 
per participant, a copy-spelling task was 
executed by 12 healthy volunteers (8 
female, 4 male, mean age: 26 years, age 
range: 19–31years). The BCI used a 
visual ERP paradigm in order to elicit 
target- and non-target components in 
the measured EEG signal. Two of the 
subjects (S2, S8) had prior EEG experi-
ence. The ethics committee of the Uni-
versity Medical Center Freiburg 
approved the study. All participants gave 
written informed consent prior to par-
ticipation. A session took about 3 hours 
(including the EEG set-up and washing 
the hair), and participants were compen-
sated with 8 Euros per hour.

B. Experimental Paradigm and 
Classifier Updates
An overview of the experimental struc-
ture is given in Fig. 2B. As the setup is 

very similar to the one used in [26], we 
restrict our description to the essential 
information. Within a single session, a 
subject was asked to spell the beginning 
of a sentence in each of three blocks. 
The text consists of the 35 symbols 
“Franzy jagt im Taxi quer durch 
das”. Each block, one of the three 
decoding algorithms (EM, LLP, MIX, 
see Section II-B) was used in order to 
guess the attended symbol. The order of 
the blocks was pseudo-randomized over 
subjects, such that each possible order of 
the three decoding algorithms was used 
twice. This randomization should reduce 
systematic biases by order effects or 
temporal effects, e.g., due to fatigue or 
task-learning.

A trial describes the process of spell-
ing one character. Each of the 35 trials 
per block contained 68 highlighting 
events. The stimulus onset asynchrony 
(SOA) was 250 ms and the stimulus 
duration was 100 ms leading to an 
interstimulus interval (ISI) of 150 ms. 
The chosen SOA was rather long com-
pared to other visual ERP spellers and 
could be reduced to speed up spelling, 
but we wanted to ensure comparability 
to our previous studies [26], [27]. The 
classifier was randomly initialized at the 
beginning of each block. Classifiers 

were updated at the end of every trial 
after the target character has been esti-
mated. The LLP classifier was always 
retrained from scratch using all unla-
beled data while the EM classifier was 
updated iteratively using the previous 
classifier as initialization and all unla-
beled data for updating. Although the 
copy-spelling task in principle would 
have allowed access to the true labels, 
they were not provided to any of the 
three classifiers at any time during the 
online session. However, label informa-
tion was utilized to assess performances 
in offline analysis afterward.

Highlighting sequences were gener-
ated using the flexible framework by 
Verhoeven et al. [69] which ensures that 
the given target to non-target ratios in 
S1 and S2 are obtained and further-
more, tries to minimize the number of 
double flashes and neighboring flashes. 
Please see also our previous work [26] 
for a more detailed description of how 
the flexible highlighting sequences are 
utilized to support LLP. The actual 
highlighting effect consists of a combi-
nation of brightness enhancement, rota-
tion, enlargement and a trichromatic 
grid overlay, which has been reported 
favorable to brightness highlighting 
alone [44].
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Figure 2 Structure of the online experiment. (a) Each subject performed three experimental blocks. Each block used a different unsupervised 
classifier (Expectation-Maximization (EM), Learning from Label Proportions (LLP) or a Mixture of the two (MIX)). (b) At the start of a block, the 
corresponding classifier was initialized randomly. The speller was modified to allow the application of LLP: One trial (i.e., spelling one character) 
consisted of pseudo-randomly interleaved highlighting events drawn from sequence 1 (S1, indicated by blue vertical bars) or sequence 2 (S2, 
green bars). In S1, a highlighting event operated on ordinary characters only, while events from S2 also highlighted “#” symbols. As the “#” sym-
bols are not contained in the copy-spelling text, they always remain in a non-target role. This modification leads to different target to non-target 
ratios in S1 and S2 enabling LLP. Attended (target events) and not attended stimuli (non-target events) are indicated by shorter and longer bars, 
respectively. This label information, however, remained unknown to the classifiers. After each trial, the classifier predicts a character which is 
shown to the user. This is followed by an update of the classifier (see text).
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C. Implementation
We adopted the implementations of the 
algorithms as proposed for EM [25], 
LLP [26] and the MIX method [27]. 
Please note the following. Since the EM 
algorithm relies on a good (random) 
initialization, Kindermans et al. [25] pro-
posed to initialize five classifier pairs in 
parallel, thus, increasing the chance of 
having a good random initialization. 
They also proposed to optimize the per-
class variance b  directly. In contrast, the 
goal of the study by Verhoeven et al. [27] 
was to compare the mean estimations of 
the three methods. Hence, the authors 
of the latter study used only one clas-
sifier and applied the same linear clas-
sifier with covariance-shrinkage by 
Ledoit-Wolf [58], [71] to all three clas-
sifiers. In this paper, we used the origi-
nal implementation of the EM 
algorithm with five randomly initial-
ized pairs of classifiers because we ob -
served a better performance and hence, 
have a fairer comparison.

For the online exper iment, the 
algorithms were implemented in the 
BBCI toolbox [40] in Matlab. A simpli-
fied code version for offline analysis 
(without external toolboxes) is available 
for Matlab2.

D. Experimental Setup, Data 
Acquisition and Processing
Subjects were sitting at 80 cm distance 
from a 24-inch flat screen. The EEG sig-
nals from 31 passive Ag/AgCl electrodes 
(EasyCap) were recorded, which were 
placed according to the extended 10–20 
system, and whose impedances were 
kept below .20 kX  The signals were 
recorded and amplified by a multichan-
nel EEG amplifier (BrainAmp DC, 
Brain Products) at a sampling rate of 
1 kHz. An optical sensor on the screen 
indicated the exact starting time point 
of each highlighting event.

The collected data was band-pass fil-
tered with a third order Chebyshev Type 
II filter between 0.5 and 8 Hz and 
downsampled to 100 Hz. Epochs were 
windowed to [−200, 700] ms relative to 

2Github repository: https://github.com/DavidHueb 
ner/Unsupervised-BCI-Matlab.

the stimulus onset and corrected for 
baseline shifts observed in the interval 
[−200, 0] ms. For each channel, the mean 
amplitudes of six intervals ([50, 120], 
[121, 200], [201, 280], [281, 380], [381, 530] 
and [531, 700] ms relative to the stimulus 
onset) were computed as features. As 
strict instructions of participants dur-
ing the online session regarding the 
avoidance of obvious artifacts seemed 
effective, we refrained from rejecting any 
epochs in the preprocessing of the 
online session and offline analysis after 
the experiment. Apart from the described 
ones, no further preprocessing steps 
were applied.

E. Performance Scores
The accuracies of the three different 
unsupervised classifiers were assessed 
with two different metrics. First, the 
spelling accuracy was computed, which 
simply indicates whether a character was 
spelled correctly or incorrectly. Second, 
we computed the Area Under the 
Curve (AUC) of the receiver operating 
characteristic curve for discriminating 
between target and non-target epochs. 
The range of the AUC is between 0 and 
1, where 0.5 indicates the theoretical 
chance level and 1 indicates perfect sep-
arability, i.e., each event can be classified 
correctly as target or non-target.

IV. Experimental Results
We start by presenting the results of the 
online study. We observed that the 
group-averaged visual ERP responses 
upon target and non-target stimuli (data 
not shown) are very similar to the ones 
reported in our previous work [26] with 
respect to the latencies of ERP peaks, 
their amplitudes and spatial locations of 
peaks on the scalp. This similarity is 
expected, as we have used the same 
highlighting scheme and a similar group 
of subjects.

Regarding classification, Fig. 3A 
shows the target vs. non-target classifica-
tion accuracies for each subject and each 
of the three unsupervised learning 
method and Fig. 3B shows the grand 
average over the 12 subjects. While LLP 
reliably improves in the beginning but 
only shows slow learning over time, the 
EM algorithm performs more dichoto-
mous. Depending on the random ini-
tialization, the classifier can either find 
the projection very early (S7) or only 
relatively late (S6, S9). The MIX method 
performs best for almost all subjects and 
is able to consistently reach a high 
decoding accuracy with an average of 
around 80% after data of around seven 
characters has been recorded. We would 
like to emphasize that seven characters 
correspond to only 168 s of unsuper-
vised training time or 476 unlabeled 
epochs which suffice to reliably estimate 
attended characters (see Fig. 3C). The 
characteristic behaviors of the three clas-
sifiers also transfer to the spelling accu-
racy which is depicted in Fig. 3C.

Having found that the MIX method 
is outperforming the two competing 
unsupervised learning methods by a large 
margin in the online study, the question 
remains how well it competes with a 
supervised classifier. We compared the 
unsupervised MIX performance with 
supervised shrinkage-regularized LDA 
classifier [58] which is a highly competi-
tive supervised classifier in the field of 
BCIs [59]. As no supervised classifier was 
used in the online experiments, we could 
realize such a comparison only in a post-
hoc offline re-analysis of the data. Both 
classifiers were trained on the first N 1-  
characters and tested on the Nth  charac-
ter. Fig. 4 shows the results.

We tested the null hypothesis that 
both single epoch classification accura-
cies come from the same distribution. 
The non-parametric Wilcoxon rank sum 

The MIX method performs best for almost all subjects 
and is able to consistently reach a high decoding 
accuracy with an average of around 80% after data  
of around seven characters has been recorded.
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test showed that significant differences 
exist only for the first 9 characters (for 

. ).p 0 05=  No significant differences in 
the performance of the unsupervised 
and supervised method can be observed 
for 10 or more characters.

V. Discussion
This is the first online study which 
demonstrates that (after a short ramp-up 
period) an unsupervised ERP classifi-
er for BCIs, which was trained from 
scratch, shows comparable performance 
as a state-of-the-art supervised classifier 
trained on the same amount of, but 
labeled data. This means that unlabeled 
data from the highly structured ERP 
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domain is about as valuable as labeled 
data for the training of a classifier once a 
sufficient amount of data is available. We 
also found that the online performan -
ce observations of LLP, EM and MIX 
match well with the three main results 
reported in an earlier offline study by 
Verhoeven et al. [27] regarding (a) the 
single epoch classification, (b) spelling 
accuracies and (c) the observed relative 
performance differences between the 
three methods. We conclude that no 
severe overfitting has occurred in the 
offline study by Verhoeven et al. [27] and 
that these promising results are indeed 
transferable to the online case.

The unsupervised approaches have 
two key advantages over traditional 
supervised methods. First, the unproduc-
tive calibration time required for training 
a supervised classifier becomes superflu-
ous with unsupervised learners. This 
time can be utilized on the desired appli-
cation right from the start, even though 
the performance needs to ramp up over 
a few trials. Subjects perceived the ramp-
up phase as challenging because of the 
confusing feedback. Many subjects were 
blaming themselves rather than the com-
puter for the incorrect feedback. We 
want to stress that for some applications, 
e.g., text spelling, the text generated dur-
ing the ramp-up period can be corrected 
post-hoc by simply reapplying the 
improved classifier at a later time point 
onto the initially collected data [25]. 
Another approach to mitigate the ramp-
up effect of the MIX method is, of 
course, to also incorporate transfer learn-
ing. Its benefit for unsupervised learning 
approaches has been shown by Kinder-
mans and colleagues [70].

The second big advantage of unsu-
pervised classifiers is the ability to con-
tinuously learn from unlabeled data. It is 
well-known that EEG signals do not 
only change from calibration to online 
sessions [72], but are also non-stationary 
over longer sessions [72] due to chang-
ing human factors (fatigue, motivation 
and learning) [2], [73] or non-human 
factors (drying gel leading to changing 
impedances, changed environmental 
conditions). As supervised classifiers are 
fixed after training, non-stationarities 

can cause supervised methods to deteri-
orate over a session, while unsupervis-
ed methods have the chance to adapt to 
changing data distributions and maintain 
or even improve their classification accu-
racy over time [25].

The biggest limitation of the present-
ed unsupervised learning approaches is 
that—so far—they are mostly restricted 
to ERP data and are not directly applica-
ble to, e.g., motor imagery data. The rea-
son is that they explicitly utilize the rich 
structure introduced by the ERP para-
digm. For instance, the EM algorithm 
exploits that one latent variable—the 
selected symbol—uniquely determines 
all target and non-targets epochs of a 
trial. The LLP approach requires a slight 
modification of the stimulation paradigm 
in order to create different class pro-
portions. Here, one could consider the 
option of switching back to a spelling 
matrix without visual blanks to avoid 
highlighting unnecessary symbols after 
the ramp-up phase [26]. While this 
might slightly change the ERP respons-
es, the continued unsupervised adapta-
tion should be able to adapt to these 
changes. Re-visiting existing ERP-based 
BCI applications, however, makes evi-
dent, that such class proportion dif-
ferences might be available in some 
applications already without changing 
the interface, e.g., in applications which 
implement a two-step selection proce-
dure where the number of symbols dif-
fers in the first and second selection step. 
In general, we think that future work 
should go towards jointly adapting the 
paradigm and classifier by considering 
the user, interface and decoder as a holis-
tic system. A first conceptual attempt has 
been made by Mladenović et al. [74].

The MIX method is the result of 
combining two unsupervised learning 
ideas with complementary strengths and 
weaknesses [27]. By reviewing other 
attempts, we hope to further foster the 
combination of different ideas. In the 
past, Kindermans et al. [70] already pro-
posed a joint Bayesian framework utiliz-
ing a language model, dynamic stopping 
and transfer learning. These add-on 
techniques can also be combined with 
the unsupervised MIX method if 

increased spelling speed is required. Cer-
tainly, this set could be further extended, 
for instance by exploiting error-related 
potentials [19]. We think that coping 
with the low SNR in BCI data requires 
the aggregation of information from dif-
ferent temporal and neuronal sources 
and a careful exploitation of the under-
lying data constraints.

VI. Conclusion
We reviewed different strategies to learn 
from unlabeled data in ERP-based BCIs. 
There is clear evidence that unsupervised 
adaptation outperforms non-adaptive 
supervised classifier. We also found con-
ceptually different learning strategies 
based on predicted labels, additional user 
input such as error-related potentials or 
based on the exploitation of the underly-
ing ERP data constraints. As demonstrat-
ed with the MIX method, combining 
these ideas can substantially improve 
unsupervised learning approaches. An 
online study with 12 healthy subjects 
showed that the MIX method is current-
ly by far the most promising unsuper-
vised learning approach which can even 
compete with a supervised state-of-the-
art method that has the same amount of 
training data and full label information 
available after a short ramp-up. If a slight 
modification of the ERP paradigm is 
accepted by BCI users, then unsupervised 
learning methods can in practice com-
pletely replace supervised methods. This 
opens the opportunity for true plug & 
play systems and the ability to learn from 
large unlabeled data sets to find common 
patterns and improve transfer learning.
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Call for Papers for Journal Special Issues
Special Issue on “Computational Intelligence for Smart Energy Applications to 

Smart Cities”
Journal: IEEE Transactions on Emerging Topics in Computational Intelligence
Guest Editors: Wei-Yu Chiu, Hongjian Sun, Chao Wang, and Athanasios V. Vasilakos
Submission Deadline: May 15, 2018
Further Information: Wei-Yu Chiu (wychiu@ee.nthu.edu.tw)
http://cis.ieee.org/images/files/Documents/Transactions/TETCI/SI10_CFP_CISEASC.pdf

Special Issue on “New Advances in Deep-Transfer Learning”
Journal: IEEE Transactions on Emerging Topics in Computational Intelligence
Guest Editors: Zhaohong Deng, Jie Lu, Dongrui Wu, Kup-Sze Choi, Shiliang Sun, and Yusuke Nojima
Submission Deadline: June 30, 2018
Further Information: Zhaohong Deng (dengzhaohong@jiangnan.edu.cn)
http://cis.ieee.org/images/files/Documents/Transactions/TETCI/SI11_CFP_DTL.pdf

Special Issue on “Theoretical Foundations of Evolutionary Computation”
Journal: IEEE Transactions on Evolutionary Computation
Guest Editors: Pietro S. Oliveto, Anne Auger, Francisco Chicano, and Carlos M. Fonseca
Submission Deadline: October 1, 2018
Further Information: Pietro S. Oliveto (p.oliveto@sheffield.ac.uk)
http://cis.ieee.org/images/files/Documents/Transactions/TEC/CFP_TEVC_TFoEC_FINAL.pdf

Special Issue on “Deep Reinforcement Learning and Games”
Journal: IEEE Computational Intelligence Magazine
Guest Editors: Dongbin Zhao, Simon Lucas, and Julian Togelius
Submission Deadline: October 1, 2018
Further Information: Dongbin Zhao (Dongbin.zhao@ia.ac.cn)
http://people.ucas.ac.cn/~0001598?language=en
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* 2018 IEEE Conference on 
Computational Intelligence in 
Bioinformatics and Computational 
Biology (IEEE CIBCB 2018)
May 30–June 2, 2018
Place: Saint Louis, USA
General Chair: Donald Wunsch
Website: http://www.cibcb.org/
CIBCB2018/index.html

* 2018 IEEE International 
Conference on Computational 
Intelligence and Virtual 
Environments for Measurement 
Systems and Applications  
(IEEE CIVEMSA 2018)
June 12–14, 2018
Place: Ottawa, Canada
General Chairs: Ana-Maria Cretu,  
Dalila Megherbi
Website: http://civemsa2018.ieee-ims.org

* 2018 IEEE World Congress on 
Computational Intelligence  
(IEEE WCCI 2018)
July 8–13, 2018
Place: Rio de Janeiro, Brazil
General Co-Chairs: Marley Vellasco, 
Pablo Estevez
Website: http://www.ieee-wcci.org/

* 2018 IEEE Conference on 
Computational Intelligence  
and Games (IEEE CIG 2018)
August 14–17, 2018
Place: Maastricht, The Netherlands
General Chair: Mark Winands
Website: https://project.dke.maastrich 
tuniversity.nl/cig2018/

∆ 13th International Workshop on 
Semantic and Social Media Adaptation 
and Personalization (SMAP 2018) 
September 6–7, 2018
Place: Zaragoza, Spain
General Chairs: Sergio Ilarri, Fernando 
Bobillo, Raquel Trillo-Lado, Martín 
López-Nores
Website: http://smap2018.unizar.es

* 2018 IEEE International Conference 
on Data Science and Advanced 
Analytics (IEEE DSAA 2018)
October 1–4, 2018
Place: Turin, Italy
General Chairs: Francesco Bonchi,  
Foster Provost
Website: https://dsaa2018.isi.it

* 2018 IEEE Smart World Congress 
(IEEE SWC 2018)
October 8–12, 2018
Place: Guangzhou, China
General Chairs: Guojun Wang,  
Yew Soon Ong
Website: http://www.smart-world.org/2018/

* 2018 IEEE Latin American 
Conference on Computational 
Intelligence (2018 IEEE LA-CCI)
November 7–9, 2018
Place: Guadalajara, Mexico
General Chairs: Alma Y. Alanis,  
Marco A. Perez-Cisneros
Website: http://la-cci.org

* 2018 IEEE Symposium Series 
on Computational Intelligence 
(IEEE SSCI 2018)
November 18–21, 2018
Place: Bangalore, India
General Co-Chairs: Sundaram Suresh, 
Koshy George
Website: http://ieee-ssci2018.org

* 2019 IEEE Congress on 
Evolutionary Computation 
(IEEE CEC 2019)
June 10–13, 2019
Place: Wellington, New Zealand
General Co-Chairs: Mengjie Zhang, 
Kay Chen Tan
Website: http://www.cec2019.org

* 2019 IEEE International 
Conference on Fuzzy Systems 
(FUZZ-IEEE 2019)
June 23–26, 2019
Place: New Orleans, USA
General Chairs: Timothy C. Havens, 
James M. Keller
Website: http://www.fuzzieee.org

* 2019 IEEE International Conference 
on Games (IEEE CoG 2019)
August 20–23, 2019
Place: London, United Kingdom
General Chairs: Diego Perez Liebana 
and Sanaz Mostaghim
Website: TBA

* 2019 IEEE Symposium Series  
on Computational Intelligence 
(IEEE SSCI 2019)
December 6–9, 2019
Place: Xiamen, China
General Chair: Tingwen Huang
Website: TBA

* 2020 IEEE World Congress  
on Computational Intelligence 
(IEEE WCCI 2020)
July 19–24, 2020
Place: Glasgow, UK
General Chairs: Amir Hussain, Marios 
M. Polycarpou, Xin Yao
Website: TBA

 

* Denotes a CIS-Sponsored Conference
∆  Denotes a CIS Technical 

Co-Sponsored Conference

Digital Object Identifier 10.1109/MCI.2018.2807041
Date of publication: 10 April 2018

Bernadette Bouchon-Meunier 
University Pierre et Marie Curie, 
FRANCE
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 Smart Industry and Manufacture 
 Smart Agriculture and Aquaculture 
 Smart Materials and Fabric 
 Smart Environment and Ecosystems 
 Smart Earth/Space System 
 Smart Grid and Energy 
 Smart Logistics and Retail 
 Smart Building and Structure 
 Smart Roads and Transportation 
 Smart Vehicles and Networks 
 Smart Machines and Robots 

IMPORTANT DATES 
Workshop Proposal:   Mar. 8, 2018 
Paper Submission Deadline:  Apr. 8, 2018 
Authors Notification:  June 25, 2018 
Camera-ready Submission:   Aug. 8, 2018 

 

Accepted conference papers will be published by IEEE (IEEE-DL and EI indexed) in 
Conference Proceedings. Best Paper Awards will be presented to high quality papers. 
Selected papers will be recommended to prestige journal special issues.  

IEEE SmartWorld 2018 Website: http://www.smart-world.org/2018/  

IEEE SmartWorld 2018 Topics 
  Smart Home and Furniture 

 Smart Appliances and Goods 
 Smart Wearables and Implants 
 Smart Medicine and Healthcare 
 Smart Elderly/Kiddy Care 
 Smart Foods and Living 
 Smart Learning and Education 
 Smart Disaster Management 
 Smart Internet of Things 
 Smart Sensing, System and Service 
 Smart Computing & Communication 

 The 15th IEEE Int'l Conf. on Ubiquitous Intelligence and Computing (UIC 2018) 
 The 15th IEEE Int'l Conf. on Advanced and Trusted Computing (ATC 2018) 
 The 18th IEEE Int'l Conf. on Scalable Computing & Communications (ScalCom 2018) 
 The 4th IEEE Int'l Conf. on Cloud and Big Data Computing (CBDCom 2018) 
 The 4th IEEE Int'l Conf. on Internet of People (IoP 2018) 
 The 2nd IEEE Int’l Conf. on Smart City Innovations (SCI 2018) 

Sponsored by 

  

The smart world is set to enhance everyday things with abilities of sensation, communication, 
computation and intelligence so that many tasks and processes could be simplified, more 
efficient and productive. It consists of numerous “smart things” that can be endowed with 
different levels/forms of computational intelligence and even capable of thinking. Research 
on smart world is an emerging research field covering many areas, essential problems and 
crucial issues in truly building the smart world that benefits humanity, and simultaneously 
safeguards the natural environment for sustainable development and evolution.  

The IEEE Smart World Congress originated from the 2005 Workshop on Ubiquitous Smart 
Worlds (USW, Taipei) and the 2005 Symposium on Ubiquitous Intelligence and Smart World 
(UISW, Nagasaki). SmartWorld 2018 in Guangzhou is the continuation after the success of 
SmartWorld 2017 in San Francisco, SmartWorld 2016 in Toulouse, and SmartWorld 2015 in 
Beijing. IEEE SmartWorld 2018 aims to provide a high-profile, leading-edge platform for 
researchers and engineers to exchange and explore state-of-art advances and innovations in 
graceful integrations of Cyber, Physical and Social Worlds with Ubiquitous Intelligence. 

General Chairs 
Guojun Wang, Guangzhou Univ., China 
Yew Soon Ong, Nanyang Tech. Univ., Singapore 

Program Chairs 
Md Zakirul Alam Bhuiyan, Fordham Univ., USA 
Ruixuan Li, Huazhong Univ. of Sci. and Tech., China 

Workshop Chairs 
Manuel Roveri, Politecnico di Milano, Italy 
Seiichi Ozawa, Kobe University, Japan 
Qin Liu, Hunan University, China 

Tutorial Chair 
Haibo He, University of Rhode Island, USA 

Summit Chair 
Zhong Chen, Peking University, China 

Competition Chair 
Jerry Gao, San Jose State University, USA 

Local Arrangement Chair 
Jianer Chen, Guangzhou University, China 

Honorary Chairs 
Stephen S. Yau, Arizona State Univ., USA 
Xin Yao, Southern Univ. of Sci. and Tech., China 
Cesare Alippi, Politecnico di Milano, Italy 

Advisory Chairs 
Vincenzo Piuri, Univ. of Milan, Italy 
Hussein Abbass, Univ. of New South Wales, Australia 
Hong Mei, Beijing Institute of Technology, China 

Steering Chairs 
Jianhua Ma, Hosei Univ., Japan 
Laurence T. Yang, St. Francis Xavier Univ., Canada 

Organizing Committee 

 

Six Co-located Conferences 

 

IEEE SmartWorld 2018 Calls for 
 Papers that must be submitted electronically via the 2018 congress website 
 Workshop and Special Session Proposals in smart world related all aspects  
 Tutorial Proposals in addressing the emerging smart world areas 
 Smart AI City Competition Proposals for AI technological applications  

Ubiquitous Intelligence for Smart World 
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2019 IEEE International Conference on Fuzzy Systems

FUZZ-IEEE 2019
  

June 23-26, 2019

The 2019 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE 2019), the world-leading 
event focusing on the theory and application of fuzzy logic, will be held in New Orleans, Louisiana, 
USA. Nicknamed the “Big Easy,” New Orleans is known for its round-the-clock nightlife, vibrant 
live-music scene, and spicy Cajun cuisine. It is located on the Mississippi River, near the Gulf of 
Mexico, and is popular tourist destination for all ages.
 FUZZ-IEEE 2019 will be hosted at the JW Marriott, a premier conference venue nestled in 
the heart of the world-famous French Quarter. You will be steps away from some of New Orleans’s 
most iconic nightlife and restaurants. Take a walk outside and visit Jackson Square, shop at the 
lively French Market, or dance your way through Bourbon Street.
 FUZZ-IEEE 2019 will represent a unique meeting point for scientists and engineers, from 
academia and industry, to interact and discuss the latest enhancements and innovations in the 
field. The topics of the conference will cover all aspects of theory and applications of fuzzy logic 
and its hybridisations with other artificial and computational intelligence methods. In particular, 
FUZZ-IEEE 2019 topics include, but are not limited to:

General Chairs
Tim Havens, USA
Jim Keller, USA

Program Chairs
Alina Zare, USA
Derek Anderson, USA

Special Sessions Chairs
Christian Wagner, UK
Thomas Runkler, Germany
Tutorials Chairs
Qiang Shen, UK
Jesus Chamorro, Spain
Keynotes Chair
Robert John, UK
Posters Chair
Marek Reformat, Canada
Finance Chair
Mihail Popescu, USA
Conflict-of-Interest Chairs
Sansanee
Auephanwiriyakul, Thailand
CT Lin, Taiwan
Competitions Chairs
Christophe Marsala, France
Mika Sato-Ilic, Japan
Panel Sessions Chair
Humberto Bustince, Spain
Publications Chairs
Anna Wilbi, Netherlands
Tim Wilkin, Australia
Registrations Chair
Marie-Jeanne Lesot, France
Local Arrangement Chairs
Fred Petry, USA
Paul Elmore, USA
Publicity Chair
Daniel Sanchez, Spain
Web Chair
Tony Pinar, USA

The conference will include regular oral and poster presentations, an elevator pitch competition, 
tutorials, panels, special sessions, and keynote presentations. Full details of the submission 
process for papers, tutorials, and panels will be made available on the conference website: 
http://www.fuzzieee.org

Important dates
Deadline for special session, tutorial, competition, and panel session proposals: October 8, 2018
Notification of acceptance for tutorials, special sessions, and panels: November 2, 2018
Deadline for full paper submission: January 11, 2019
Notification of paper acceptance: March 4, 2019
Deadline for camera-ready paper submission: April 1, 2019
Deadline for early registration: April 5, 2019
Conference: June 23-26, 2019

http://www.fuzzieee.org

Mathematical and theoretical foundations of fuzzy sets, fuzzy measures, and fuzzy integrals
Fuzzy control, robotics, sensors, fuzzy hardware and architectures
Fuzzy data analysis, fuzzy clustering, classification and pattern recognition
Type-2 fuzzy sets, computing with words, and granular computing
Fuzzy systems with big data and cloud computing, fuzzy analytics, and visualization
Fuzzy systems design and optimization
Fuzzy decision analysis, multi-criteria decision making and decision support
Fuzzy logical and its applications to industrial engineering
Fuzzy modeling, identification, and fault detection
Fuzzy information processing, information extraction, and fusion
Fuzzy web engineering, information retrieval, text mining, and social network analysis
Fuzzy image, speech and signal processing, vision, and multimedia data analysis
Fuzzy databases and informational retrieval
Rough sets, imprecise probabilities, possibilities approaches
Industrial, financial, and medical applications
Fuzzy logic application in civil engineering and GIS
Fuzzy sets and soft computing in social sciences
Liguistic summarization, natural language processing
Computational intelligence in security
Hardware and software for fuzzy systems and logic
Fuzzy Markup Language and standard technologies for fuzzy systems
Adaptive, hierarchical, and hybrid neuro- and evolutionary-fuzzy systems
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The IEEE Congress on Evolutionary Computation (IEEE CEC) is a world-class event in 
the field of evolutionary computation. It provides a forum to bring together research-
ers and practitioners from all over the world to present and discuss their research 
findings on evolutionary computation and computational intelligence. 

IEEE CEC 2019 will be held in Wellington, New Zealand. Wellington is known as the 
‘Coolest Little Capital’. It is famous for a vibrant creative culture fueled by events and 
great food. Wellington offers a wide range of cosmopolitan amenities in downtown 
that  is safe, clean, and pedestrian friendly. 

Call for Papers 
Papers for IEEE CEC 2019 should be submitted electronically through the Congress 
website at www.cec2019.org, and will be refereed by experts in the fields and ranked 
based on the criteria of originality, significance, quality and clarity. 

Call for Special Sessions 
Special session proposals are invited to CEC 2019. All special session proposals should 
include the title, aim and scope, a short biography of all organizers, and a list of po-
tential contributors. Proposals should be submitted to the Special Session Chair Prof 
Chuan-Kang Ting (ckting@cs.ccu.edu.tw). 

Call for Tutorials 
CEC 2019 solicits proposal for tutorials covering specific topics in Evolutionary Com-
putation. If you are interested in proposing a tutorial, would like to recommend 
someone who might be interested, or have questions about tutorials, please contact 
the Tutorial Chair Prof Xiaodong Li (xiaodong.li@rmit.edu.au). 

Call for Competitions  
Competitions will be held as part of the Congress. Prospective competition organizers 
are invited to submit their proposals to the Competition Chair Dr JiaLin Liu
(jialin.liu@qmul.ac.uk). 

Call for Workshops 

Important Dates 

Workshops will be held to provide participants with the opportunity to present and 
discuss novel research ideas on active and emerging topics in Evolutionary Computa-
tion. Prospective workshop organizers are invited to submit their proposals to the 
Workshop Chair. 

 Special Session Proposal Deadline:  26 Oct, 2018        
 Competition Proposal Deadline:  26 Nov, 2018             
 Paper Submission Deadline:  7 Jan, 2019                     
 Final Paper Submission & Early Registration  Deadline:  31 Mar, 2019 

Find Us At     www.cec2019.org        contact: cec2019@ecs.vuw.ac.nz 
 

 Workshop Proposal  Deadline: 7 Jan, 2019  
 Tutorial Proposal Deadline: 7 Jan, 2019  
 Notification Deadline:  7 Mar, 2019 

Advisory Board 
Hussein Abbass, Australia 
Kalyanmoy Deb, USA 
David Fogel, USA 
Zbigniew Michalewicz, Australia 
Kwong Tak Wu Sam, Hong Kong 
Xin Yao, UK 
Gary Yen, USA 
Simon Lucas, UK 
General Co-Chairs 
Mengjie Zhang, New Zealand 
Kay Chen Tan, Hong Kong 
Program Chair 
Carlos A. Coello Coello, Mexico 
Technical Co-Chairs 
Oscar Cordón, Spain 
Hisao Ishibuchi, Japan 
Jürgen Branke, UK 
Jing Liu, China 
Gabriela Ochoa, UK 
Dipti Srinivasan, Singapore 
Plenary Talk Chair 
Yaochu Jin, UK 
Special Session Chair 
Chuan-Kang Ting, Taiwan 
Tutorial Chair 
Xiaodong Li, Australia 
Competition Chair 
JiaLin Liu, UK 
Publicity Co-Chair 
Stefano Cagnoni, Italy 
Huanhuan Chen, China 
Anna I Esparcia-Alcazar, Spain 
Emma Hart, UK 
Bin Hu, Austria  
Sanza Mostaghim, Germany 
Yew Soon Ong, Singapore  
Yuhui Shi, China 
Jun Zhang, China 
Sponsorship Chair 
Andy Song, Australia 
Finance Chair 
Bing Xue, New Zealand 
Local Organising Chairs 
Will Browne, New Zealand 
Hui Ma, New Zealand 
Registration Chair 
Aaron Chen, New Zealand 
Proceedings Chair 
Yi Mei, New Zealand 
Poster Chair 
Kai Qin, Australia 


