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Data clustering (II) 
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 Density based methods 
 

 DBSCAN 
 DENCLUE 

 
 Probabilistic methods 

 Expectation Maximization 
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 Clusters = dense groups of similar data 
separated by low density regions 
 

 Basic idea:  estimate the local density of 
data  
 either by determining the number of 

data in a given neighborhood of the 
analyzed point (DBSCAN) 

 or by using some influence functions 
(DENCLUE) 
 

 Main aspects: 
 How is density estimated? 
 How is connectivity defined? 
 What data structures should be used? 

High 
density 

Low 
density 
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DBSCAN is a density-based algorithm 
 Density measured at a point= number of points within a neighborhood 

of specified radius (Eps) 
 

 A point is a core point if it has more than a specified number of points 
(MinPts) within Eps; these are points that are in the interior of a 
cluster 

 
 A border point has fewer than MinPts within Eps, but is in the 

neighborhood of a core point; Two points are connected if they are 
one in the neighborhood of the other  

 A point q is directly density reachable from a core point p if it is in the 
neighborhood of p;  density reachability is defined as transitive 
closure of direct density reachability (there is a chain of core points 
s.t. one point is directly reachable from the previous one) 

 A noise point is any point that is not a core point or a border point. 
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p is density reachable from q a is density reachable from b 
c is density reachable from b 
=> a and c are density-connected  

Remark:   
 Two points, a and b, are density-connected if there exist a third point, c, such  
that c is reachable both from a and from b  
 Two density-connected points belong to the same cluster => 
      a density based cluster is a maximal set of density-connected data 



7 

DBSCAN 
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[images from slides by Kumar, 2004] 
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Original Points Point types: core, 
border and noise 

Eps = 10, MinPts = 4 
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Original Points Clusters 

• Resistant to Noise 

• Can handle clusters of different shapes and sizes 
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Original Points 

(MinPts=4, Eps=9.75).  

It does not work well:  

•Varying densities 

• High-dimensional data 
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 Clusters = dense groups of similar data 
separated by low density regions 

 Basic idea:  estimate the local density of 
data  
 either by determining the number of 

data in a given neighborhood of the 
analyzed point (DBSCAN) 

 or by using some influence functions 
(DENCLUE) 
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DENCLUE 
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 The landscape of the density 
function is highly dependent on 
the value of parameter σ 
 

  For appropriate values of σ, the 
local maxima of the density 
function correspond to clusters  
 

  For large values of σ the density 
function landscape has a single 
maximum  
 

 For small values of σ the local 
maxima are steep, thus difficult 
to find 
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DENCLUE 
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Idea of DENCLUE [Hinneburg, Keim 
– 1998]:  apply a gradient search to 
find local maxima starting from data 
points 
 
 identify center-defined clusters 

(one cluster correspond to one 
local maxima)  

 
 identify arbitrary-shaped clusters 

(one cluster corresponds to a set 
of “connected” local maxima) 
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Main idea: 
 The data are generated by a stochastic process (a mixture of 

probability distributions, each one being in correspondence with a 
cluster) 

 The aim of the clustering algorithm is to discover the probabilistic 
model, i.e. identify the probability distributions 

 
Example: 
 Expectation–Maximization (EM) algorithm; it is based on the following 

assumptions: 
 each data has been generated by a probability distribution 
 in the generative process, the probability distribution corresponding 

to each data is selected according to a selection probability        
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 Input:  data set D={x1,x2,…,xN}, K = number of clusters 
 Output: a partition P={C1,C2,…,CK} of D  
 
• (E-Step) Determine the expected probability of assignment of data 

points to clusters with the use of current model parameters. 
• (M-Step) Determine the optimum model parameters of each mixture by 

using the assignment probabilities as weights. 
 



Data mining - Lecture 7 17 

EM algorithm 

17 

Ex 

Data Clustering Algorithms and applications (ed. CC Aggarwal, CK Reddy, 2014) 
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Equations involved in the EM algorithm 

Data Clustering Algorithms and applications (ed. CC Aggarwal, CK Reddy, 2014) 
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