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#### Abstract

Biogeography-based optimization (BBO) is a population-based evolutionary algorithm that is based on the mathematics of biogeography. Biogeography is the science and study of the geographical distribution of biological organisms. In BBO, problem solutions are analogous to islands, and the sharing of features between solutions is analogous to the migration of species. This paper derives Markov models for BBO with selection, migration, and mutation operators. Our models give the theoretically exact limiting probabilities for each possible population distribution for a given problem. We provide simulation results to confirm the Markov models.
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## I. Introduction

EVOLUTIONARY algorithms (EAs) are a growing field, commonly used for global optimization. Biogeographybased optimization (BBO) is a new EA and was first presented in [1] as an application of the mathematics of biogeography [2], [3] to evolutionary computation. BBO is an example of how a natural process can be modeled to solve general optimization problems. Ongoing research provides empirical evidence of the potential of BBO compared to other evolutionary computing algorithms [4]-[7]; however, as with most other EAs, there are limited theoretical results for BBO [8]. This paper derives a Markov chain model for BBO that can help in understanding its convergence and performance properties.

Markov models have already been developed for other EAs, such as simple genetic algorithms [9], [10] and simulated annealing [11]. Due to the unique migration mechanism in BBO (discussed in Section II), we need to use the generalized multinomial theorem [12] in this paper to derive a Markov model for BBO's selection, migration, and mutation operators.

A Markov chain is a random process that has a discrete set of possible state values $s_{i}(i=1, \ldots, T)$ [13, Ch. 11]. The probability that the system transitions from state $s_{i}$ to $s_{j}$ is given by the probability $p_{i j}$, which is called a transition probability. The $T \times T$ matrix $P=\left[p_{i j}\right]$ is called the transition matrix. A Markov chain is called regular if it is possible to go from any state to any other state (not necessarily in one step).

[^0]The fundamental limit theorem for regular Markov chains states that if $P$ is regular, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P^{n}=P_{s s} \tag{1}
\end{equation*}
$$

where each row $p_{s s}$ of $P_{s s}$ is the same. The $i$ th element of $p_{s s}$ denotes the probability that the Markov chain is in state $s_{i}$ after an infinite number of transitions. $p_{s s}$ is independent of the initial state.

As applied to BBO, a Markov state represents a BBO population distribution. The probability $p_{i j}$ is the probability that the population transitions from the distribution $s_{i}$ to the distribution $s_{j}$ after one generation. If the mutation rate is nonzero, this probability is greater than zero, which means that the transition matrix is regular. This means that there is a unique nonzero limiting probability for each possible population distribution as the number of generations approaches infinity.

If BBO does not incorporate mutation, then it may converge to a uniform population, i.e., a population in which each individual is identical. This type of Markov chain is called absorbing [13, Ch. 11]. In this case, we can calculate the probability that the population will converge to each state, and the expected time to convergence. We do not consider BBO with zero mutation in this paper, but the mathematical foundation that we lay allows this variation to be explored in future research.

Section II gives an introduction to BBO. Section III derives Markov models for BBO, which allows us to obtain the limiting probability (as the generation count approaches infinity) of all possible populations. Section IV gives a simple simulation to confirm the Markov model. We provide some concluding remarks and directions for future work in Section V. The appendices give a review of generalized multinomial probability, and three different expressions for the dimension of the BBO population transition matrix.

## II. BBO

Suppose that we have a set of candidate solutions to some problem. Each candidate solution is defined by specific features. BBO is based on the idea of probabilistically sharing features between solutions based on the solutions' fitness values. In BBO, if a copy of feature $s$ from solution $x$ replaces one of the features in solution $y$, we say that $s$ has emigrated from $x$ and immigrated to $y$.

The probability that solution $x$ shares its features with some other individual in the population is proportional to the fitness of $x$. The probability that solution $y$ receives a feature from some other individual in the population decreases with the


Fig. 1. Illustration of two candidate solutions to some problem using symmetric migration curves. $S_{1}$ is a relatively poor solution, and $S_{2}$ is a relatively good solution. $S_{1}$ has high immigration and low emigration, which means that it is likely to receive features from other solutions but unlikely to share features with other solutions. $S_{2}$ has low immigration and high emigration, which means that it is unlikely to receive features from other solutions but likely to share features with other solutions.
fitness of $y$. We base these migration probabilities on curves, such as those shown in Fig. 1. For the sake of simplicity, we assume that all solutions have identical migration curves. Fig. 1 shows two solutions in BBO. $S_{1}$ represents a poor solution, and $S_{2}$ represents a more fit solution. The immigration probability for $S_{1}$ will therefore be higher than the immigration probability for $S_{2}$. The emigration probability for $S_{1}$ will be lower than the emigration probability for $S_{2}$.

As with every other EA, each solution might also have some probability of mutation. In this paper, mutation is implemented in a standard way. We deal with discrete optimization problems, so each solution feature is either a 0 or a 1 . The probability of mutation for BBO is defined as a constant $p_{m} \in[0,1]$. At each generation and for each feature in each solution, we generate a uniformly distributed random number $r \in[0,1]$. If $r<p_{m}$, then we mutate (i.e., complement) the bit under consideration.

Also, similar to other population-based algorithms, we often incorporate elitism in BBO in order to retain the best solutions in the population from one generation to the next. This prevents the best solutions from being corrupted by immigration or mutation. Elitism can be implemented by setting the immigration rate $\lambda$ equal to zero for the $\alpha$ best solutions, where $\alpha$ is a userselected elitism parameter. Elitism is not used in this paper but was modeled in [14].

There are several different ways to implement the details of BBO , but in this paper, we use the original BBO formulation [1], which is called partial immigration-based BBO in [8]. In this approach, for each feature in each solution, we probabilistically decide whether to immigrate. If immigration is selected for a given feature, then the emigrating solution is probabilistically selected based on fitness (e.g., using roulette wheel selection). This gives the algorithm shown in Fig. 2 as a description of one generation of BBO. Migration and mutation of the entire population take place before any of the solutions are replaced in the population, which requires the use of the temporary population $z$ in the algorithm.

## III. Markov Models for BBO

A Markov chain model provides us with the probability $p_{i j}$ of transitioning from state $s_{i}$ to $s_{j}$. This probability is, by
definition, independent of how the system reached state $s_{i}$. All of the transition probabilities can be used to form the transition matrix $P=\left[p_{i j}\right]$. In this section, we derive a Markov model of BBO based on its selection, migration, and mutation operators.

Suppose that we have a problem whose solutions are in a binary search space. The possible solutions are represented by all bit strings $x_{i}$ consisting of $q$ bits each. Therefore, the cardinality of the search space is $n=2^{q}$. We use $N$ to denote the population size, and we use $v$ to denote the population vector, where $v_{i}$ is the number of $x_{i}$ individuals in the population. We see that

$$
\begin{equation*}
\sum_{i=1}^{n} v_{i}=N \tag{2}
\end{equation*}
$$

We use $y_{k}$ to denote the $k$ th individual in the population. The population of the search algorithm can be depicted as

## Population

$$
\begin{align*}
& =\left\{y_{1}, \ldots, y_{N}\right\} \\
& =\{\underbrace{x_{1}, x_{1}, \ldots, x_{1}}_{v_{1} \text { copies }}, \underbrace{x_{2}, x_{2}, \ldots, x_{2}}_{v_{2} \text { copies }}, \ldots, \underbrace{x_{n}, x_{n}, \ldots, x_{n}}_{v_{n} \text { copies }}\} \tag{3}
\end{align*}
$$

where the $y_{i}$ 's have been ordered to group identical individuals. We use $\lambda_{i}$ to denote the immigration probability of $x_{i}$, and $\mu_{i}$ to denote the emigration probability of $x_{i}$. Note that $\mu_{i}$ is proportional to the fitness of $x_{i}$, and $\lambda_{i}$ decreases with the fitness of $x_{i}$. We use the notation $x_{i}(s)$ to denote the $s$ th bit of solution $x_{i}$. We use the notation $\mathcal{J}_{i}(s)$ to denote the set of population indices $j$ such that the $s$ th bit of $x_{j}$ is equal to the $s$ th bit of $x_{i}$. That is

$$
\begin{equation*}
\mathcal{J}_{i}(s)=\left\{j: x_{j}(s)=x_{i}(s)\right\} . \tag{4}
\end{equation*}
$$

We order $y_{k}$ in the same order as $x_{i}$. That is

$$
y_{k}= \begin{cases}x_{1}, & \text { for } k=1, \ldots, v_{1}  \tag{5}\\ x_{2}, & \text { for } k=v_{1}+1, \ldots, v_{1}+v_{2} \\ x_{3}, & \text { for } k=v_{1}+v_{2}+1, \ldots, v_{1}+v_{2}+v_{3} \\ \vdots & \vdots \\ x_{n}, & \text { for } k=\sum_{i=1}^{n-1} v_{i}+1, \ldots, N\end{cases}
$$

This is also shown in (3) and can be written more compactly as

$$
\begin{equation*}
y_{k}=x_{m(k)}, \quad \text { for } \quad k=1, \ldots, N \tag{6}
\end{equation*}
$$

where $m(k)$ is defined as

$$
\begin{equation*}
m(k)=\min r, \quad \text { such that } \quad \sum_{i=1}^{r} v_{i} \geq k \tag{7}
\end{equation*}
$$

If we need to denote the generation number of the algorithm, we use an additional subscript. For example, $y_{k}(s)_{t}$ is the value of the $s$ th bit of the $k$ th individual at generation $t$.

```
\(z \leftarrow y\)
Define emigration probability \(\mu_{k} \propto\) fitness of the \(k\)-th solution
Define immigration probability \(\lambda_{k}=1-\mu_{k}\)
For each solution \(z_{k}\)
    For each solution feature \(s\)
        Use \(\lambda_{k}\) to probabilistically decide whether to immigrate to \(z_{k}\)
        If immigrating then
            Use the \(\mu\) values to probabilistically select the emigrating solution \(y_{j}\)
            \(z_{k}(s) \leftarrow y_{j}(s)\)
        end if
        Probabilistically decide whether to mutate \(z_{k}(s)\)
        next solution feature
next solution
\(y \leftarrow z\)
```

Fig. 2. One generation of the BBO algorithm. $y$ is the entire population of candidate solutions, $y_{k}$ is the $k$ th candidate solution, and $y_{k}(s)$ is the $s$ th feature of $y_{k}$.

Example: Suppose that we have a two-bit problem ( $q=$ $2, n=4$ ) with a population size $N=3$. The search space consists of the bit strings $x=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}=\{00,01,10,11\}$. Suppose that the three individuals in the current population are $y=\left\{x_{2}, x_{2}, x_{4}\right\}=\{01,01,11\}$. Then, we have $v_{1}=0$, $v_{2}=2, v_{3}=0$, and $v_{4}=1$.

Let us consider the derivation of $\mathcal{J}_{1}(1)$. We arbitrarily number bits from left to right, i.e., in any given bit string, bit 1 is the leftmost bit, and bit 2 is the rightmost bit. From (4), we see that

$$
\begin{equation*}
\mathcal{J}_{1}(1)=\left\{j: x_{j}(1)=x_{1}(1)\right\} \tag{8}
\end{equation*}
$$

Since $x_{1}=00$, we see that $x_{1}(1)=0$ (i.e., the leftmost bit). Then, (8) can be written as

$$
\mathcal{J}_{1}(1)=\left\{j: x_{j}(1)=0\right\} .
$$

However, $x_{j}(1)=0$ for $x_{j} \in\{00,01\}$, which, in turn, indicates that $j \in[1,2]$; therefore, $\mathcal{J}_{1}(1)=\{1,2\}$. Continuing this process, we see that

$$
\begin{array}{ll}
\mathcal{J}_{1}(1)=\{1,2\}, & \mathcal{J}_{1}(2)=\{1,3\} \\
\mathcal{J}_{2}(1)=\{1,2\}, & \mathcal{J}_{2}(2)=\{2,4\} \\
\mathcal{J}_{3}(1)=\{3,4\}, & \mathcal{J}_{3}(2)=\{1,3\} \\
\mathcal{J}_{4}(1)=\{3,4\}, & \mathcal{J}_{4}(2)=\{2,4\} .
\end{array}
$$

## A. Migration

We make some assumptions in the Markov model development in this section. First, all of the new BBO solutions are created before any solutions are replaced in the population, i.e., we use a generational BBO algorithm rather than a steady-state BBO algorithm. This is clear from the use of the temporary population $z$ in Fig. 2.

Second, a solution can emigrate a bit to itself. This means that, in the statement "use the $\mu$ values to probabilistically select the emigrating solution $y_{j}$ " in Fig. 2, $j$ might be chosen to be equal to $k$. That is, when a bit is replaced via migration in a given solution $z_{k}$, the new bit might be chosen to come from $z_{k}$ itself. In this case, the bit is not actually replaced in $z_{k}$.

However, the probabilistic choice of the emigrating solution allows this to happen on occasion.

Third, the migration rates $\lambda$ and $\mu$ are independent of the population distribution, i.e., absolute fitness values are used to obtain $\lambda$ and $\mu$, as opposed to a rank-based fitness. Alternatives to these assumptions will change the Markov model development of this section, but this is left for future work.

If the $s$ th feature of $y_{k}$ is not selected for immigration during generation $t$, then

$$
\begin{equation*}
y_{k}(s)_{t+1}=x_{m(k)}(s) \quad \text { (immigration did not occur). } \tag{9}
\end{equation*}
$$

That is, $y_{k}(s)$ does not change from generation $t$ to generation $t+1$. However, if the $s$ th feature of $y_{k}$ is selected for immigration during generation $t$, then the probability that $y_{k}(s)_{t+1}$ is equal to $x_{i}(s)$ is proportional to the combined emigration rates of all individuals whose $s$ th feature is equal to $x_{i}(s)$. This probability can be written as

$$
\begin{align*}
& \operatorname{Pr}_{\text {imm }}\left(y_{k}(s)_{t+1}=x_{i}(s)\right) \\
& \quad=\frac{\sum_{j \in \mathcal{J}_{i}(s)} v_{j} \mu_{j}}{\sum_{j=1}^{n} v_{j} \mu_{j}} \quad \text { (immigration occurred). } \tag{10}
\end{align*}
$$

We can combine (9) and (10), along with the fact that the probability of immigration to $y_{k}(s)$ is equal to $\lambda_{m(k)}$, to obtain the total probability

$$
\begin{align*}
& \operatorname{Pr}\left(y_{k}(s)_{t+1}=x_{i}(s)\right) \\
&= \operatorname{Pr}(\text { no immigration }) \\
& \times \operatorname{Pr}\left(y_{k}(s)_{t+1}=x_{i}(s) \mid \text { no immigration }\right) \\
&+\operatorname{Pr}(\text { immigration }) \\
& \times \operatorname{Pr}\left(y_{k}(s)_{t+1}=x_{i}(s) \mid \text { immigration }\right) \\
&=\left(1-\lambda_{m(k)}\right) \mathbf{1}_{0}\left(x_{m(k)}(s)-x_{i}(s)\right) \\
& \quad+\lambda_{m(k)} \frac{\sum_{j \in \mathcal{J}_{i}(s)} v_{j} \mu_{j}}{\sum_{j=1}^{n} v_{j} \mu_{j}} \tag{11}
\end{align*}
$$

where $\mathbf{1}_{0}$ is the indicator function on the set $\{0\}$.

Now, recall that there are $q$ bits in each solution. Use $P_{k i}(v)$ to denote the probability that immigration results in $y_{k}=x_{i}$, given that the population is described by the vector $v$. This probability can be written as

$$
\left.\left.\begin{array}{rl}
P_{k i}(v)= & \operatorname{Pr}\left(y_{k, t+1}=x_{i}\right) \\
= & \prod_{s=1}^{q}[
\end{array}\right]\left(1-\lambda_{m(k)}\right) \mathbf{1}_{0}\left(x_{m(k)}(s)-x_{i}(s)\right)\right] .
$$

$P_{k i}(v)$ can be computed for each $k \in[1, N]$ and each $i \in$ $[1, n]$ in order to form the $N \times n$ matrix $P(v)$. The $k$ th row of $P(v)$ corresponds to the $k$ th iteration of the outer loop in Fig. 2. The $i$ th column of $P(v)$ corresponds to the probability of obtaining island $x_{i}$ during each outer loop iteration.

The BBO algorithm entails $N$ trials (i.e., $N$ iterations of the outer loop in Fig. 2), where the probability of the $i$ th outcome on the $k$ th trial is given as $P_{k i}(v)$. We use $u_{i}$ to denote the total number of times that outcome $i$ occurs after $N$ trials have been completed, and define $u=\left[\begin{array}{lll}u_{1} & \cdots & u_{n}\end{array}\right]^{\mathrm{T}}$. Then, the probability $\operatorname{Pr}(u \mid v)$ that we obtain a population vector $u$ after one generation, given that we start with a population vector $v$, can be derived from the generalized multinomial theorem [12].

The generalized multinomial theorem gives the probability of obtaining a certain set of experimental outcomes when the probability of each trial is dependent on the trial number. See Appendix A for an overview. The reason that the generalized multinomial theorem applies to BBO is that the probability of obtaining a specific individual $x_{i}$ in the population depends on the migration trial number $k$, as shown in (12). We can therefore use the generalized multinomial theorem to find $\operatorname{Pr}(u \mid v)$ as

$$
\begin{align*}
\operatorname{Pr}(u \mid v)= & \sum_{J \in Y} \prod_{k=1}^{N} \prod_{i=1}^{n}\left[P_{k i}(v)\right]^{J_{k i}} \\
Y= & \left\{J \in \mathbf{R}^{N \times n}: J_{k i} \in\{0,1\}, \sum_{i=1}^{n} J_{k i}=1 \text { for all } k\right. \\
& \left.\sum_{k=1}^{N} J_{k i}=u_{i} \text { for all i }\right\} \tag{13}
\end{align*}
$$

In order to find the probability that the BBO population transitions from $v$ to $u$ after one generation, we find all of the $J$ matrices that satisfy the conditions of (13). For each of these $J$ matrices, we compute the product of products given in (13). We then add up all the product of products to obtain the desired probability.

## B. Mutation

The previous section considered only migration. In this section, we add the possibility of mutation. We use $U$ to denote the $n \times n$ mutation matrix, where $U_{i j}$ is the probability that $x_{j}$ mutates to $x_{i}$. The probability that the $k$ th immigration trial
followed by mutation results in $x_{i}$ is denoted as $P_{k i}^{(2)}(v)$. This can be written as

$$
\begin{align*}
& P_{k i}^{(2)}(v)=\sum_{j=1}^{n} U_{i j} P_{k j}(v) \\
& P^{(2)}(v)=P(v) U^{T} \tag{14}
\end{align*}
$$

where the elements of $P(v)$ are given in (12). $P(v)$ is the $N \times n$ matrix containing the probabilities of obtaining each of $n$ possible individuals at each of $N$ trials, where only migration is considered. $P^{(2)}(v)$ contains those probabilities when both migration and mutation are considered. In this case, we can write the probability of transitioning from population vector $v$ to $u$ after one generation as

$$
\begin{equation*}
\operatorname{Pr}^{(2)}(u \mid v)=\sum_{Y} \prod_{k=1}^{N} \prod_{i=1}^{n}\left[P_{k i}^{(2)}(v)\right]^{J_{k i}} \tag{15}
\end{equation*}
$$

where $Y$ is given in (13). Equation (15) can be used to find the transition matrix for BBO with migration and mutation.

The Markov transition matrix $Q$ is obtained by computing (15) for each possible $v$ and each possible $u$. The element $Q_{i j}$ will give the probability of transitioning from population vector $v$ to $u$ after one generation. The matrix $Q$ is therefore a $T \times T$ matrix, where $T$ is the total number of possible populations. That is, $T$ is the number of possible $n \times 1$ integer vectors $v$ whose elements sum to $N$ and each of whose elements $v_{i} \in$ $[0, N]$. The number $T$ can be calculated in several different ways, as discussed in Appendix B. After we calculate the transition matrix, we can apply a wealth of Markov tools [15] to the transition matrix to find the statistical properties of BBO populations, including the limiting probability of each possible BBO population.

## IV. Simulation Results

This section confirms the BBO Markov model with simulation. We use the 3-b one-max problem with a search space cardinality of eight and a population size of four. The one-max problem has a fitness function that is proportional to the number of ones in the population member, and is a popular test function in EA research [16]. From (22) in Appendix B, we calculate the total number of possible populations as

$$
T=\binom{n+N-1}{N}=\binom{8+4-1}{4}=330
$$

Equation (15) can be used to find the limiting population distribution of BBO. This is the probability, in the limit as the generation count approaches infinity, that the BBO population consists of any particular set of individuals.

The fitness values of the 3-b one-max problem are given as

$$
\begin{array}{ll}
f(000)=1, & f(001)=2 \\
f(010)=2, & f(011)=3 \\
f(100)=2, & f(101)=3 \\
f(110)=3, & f(111)=4 \tag{16}
\end{array}
$$

TABLE I
BBO Markov Model and Simulation Results for the 3-B One-Max Problem. The Table Shows the Most Probable Populations, and the Combined Probability of Convergence to Populations That Contain no Optimal Solutions (* = "don't care" bit). Simulation Results Are the Average of 100 Monte Carlo Runs

| Mutation Rate | Population Vector | Probability |  |
| :---: | :---: | :---: | :---: |
|  |  | Markov | Simulation |
| 0.1 | 00000013 | 0.0290 | 0.0285 |
|  | 00000103 | 0.0290 | 0.0284 |
|  | 00010003 | 0.0290 | 0.0284 |
|  | *******0 | 0.2999 | 0.3026 |
| 0.01 | 00000004 | 0.5344 | 0.5322 |
|  | 00000013 | 0.0718 | 0.0715 |
|  | 00000103 | 0.0718 | 0.0716 |
|  | 00010003 | 0.0718 | 0.0726 |
|  | *******0 | 0.1134 | 0.1138 |
| 0.001 | 00000004 | 0.8605 | 0.8437 |
|  | 00000040 | 0.0288 | 0.0386 |
|  | 00000400 | 0.0288 | 0.0408 |
|  | 00040000 | 0.0288 | 0.0380 |
|  | *******0 | 0.0923 | 0.1092 |

Table I shows the most probable populations, along with the combined probabilities of the populations that do not contain any optimal solutions. The population vector $\left\{v_{1}, v_{2}, \ldots, v_{8}\right\}$ in Table I indicates the numbers of individuals that are equal to $\{000,001, \ldots, 111\}$, respectively. The Markov model and simulation results match well, which confirms the model. Table I shows that a high mutation rate of $10 \%$ per bit results in too much exploration, so the uniform optimal population is not one of the most probable populations-in fact, it is only the seventh most probable population with a probability of $2.5 \%$ (not shown in the table). With this high $10 \%$ mutation rate, the probability that the population does not have any optimal individuals is $30 \%$, as shown in the table. However, as the mutation rate decreases to the more reasonable values of $1 \%$ and $0.1 \%$, the probabilities that the population is composed entirely of optimal individuals increase to $53 \%$ and $86 \%$, respectively, and the probabilities that the population has no optimal individuals decrease to $11 \%$ and $9 \%$, respectively.

Fig. 3 shows typical simulation results of 20000 generations of BBO for the 3-b one-max problem with a mutation rate of $1 \%$ per bit. It is seen that the uniform optimal population occurs just over $50 \%$ of the time, in agreement with Table I.

Our second benchmark is a 3-b deceptive problem, again with a search space cardinality of eight and a population size of four. The fitness values were the same as that of the one-max problem shown in (16), except that the bit string of all zeros had the highest fitness, i.e., $f(000)=5$. Table II shows the most probable populations, along with the combined probabilities of the populations that do not contain any optimal solutions. Once again, the Markov model and simulation results match well. Table II shows that a high mutation rate of $10 \%$ per bit results in too much exploration, resulting in a probability of no optima in the population of over $50 \%$. However, as the mutation rate decreases to the more reasonable values of $1 \%$ and $0.1 \%$, the probabilities that the population is composed entirely of nonoptimal individuals decrease to $12 \%$ and $6 \%$, respectively.


Fig. 3. Typical BBO simulation results for a 3-b one-max optimization problem with a mutation rate of $1 \%$ per bit. The three most probable populations are shown, along with the cumulative probability of all populations that have no optimal individuals.

TABLE II
BBO Markov Model and Simulation Results for a 3-b Deceptive Problem. The Table Shows the Most Probable Populations, and the Combined Probability of Convergence to Populations That Contain no Optimal Solutions. Simulation Results Are the Average of 100 Monte Carlo Runs

| Mutation Rate | Population Vector | Probability |  |
| :---: | :---: | :---: | :---: |
|  |  | Markov | Simulation |
| 0.1 | 40000000 | 0.0335 | 0.0336 |
|  | 30100000 | 0.0269 | 0.0265 |
|  | 31000000 | 0.0269 | 0.0272 |
|  | $0 * * * * * * *$ | 0.5048 | 0.5045 |
| 0.01 | 40000000 | 0.7009 | 0.7029 |
|  | 00000004 | 0.0598 | 0.0584 |
|  | 31000000 | 0.0506 | 0.0505 |
|  | $0 * * * * * * *$ | 0.1193 | 0.1169 |
| 0.001 | 40000000 | 0.9200 | 0.9227 |
|  | 00000004 | 0.0462 | 0.0486 |
|  | 30100000 | 0.0066 | 0.0067 |
|  | $0 * * * * * * *$ | 0.0597 | 0.0562 |

Note that the migration curves that we used to derive these results were linear, as shown in Fig. 1. An optimization problem with a search space size of eight and linear migration curves, like the problems explored in this section, could have the following migration values, listed in order from least fit to most fit:

$$
\begin{aligned}
& \lambda=\left\{\begin{array}{llllllll}
0.9 & 0.8 & 0.7 & 0.6 & 0.5 & 0.4 & 0.3 & 0.2
\end{array}\right\} \\
& \mu=\left\{\begin{array}{llllllll}
0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8
\end{array}\right\}
\end{aligned}
$$

If nonlinear migration curves are used in BBO , as suggested in [17], the migration values would change, but the Markov model derived in this paper would remain the same.

## V. Conclusion

We have derived a Markov model for BBO. The model gives the theoretical probability of the occurrence of each possible population as the generation count goes to infinity. The theory was confirmed with simulation results.

The Markov model development in this paper is computationally expensive because the size of the Markov transition matrix is $(n+N-1)$-choose- $N$, where $n$ is the cardinality of the search space and $N$ is the population size. Computational savings can be obtained by grouping Markov states together and then computing the probability that the population transitions from one group of populations to another group, as discussed in [15], but this is left for further research. Computational savings could also be obtained by not allowing duplicate individuals in the population. This would require an adjustment to the Markov model and would reduce the size of the transition matrix to $n$-choose- $N$.

Other future work includes extending the Markov model to variations of BBO. This paper focused on the original BBO algorithm, which is called partial immigration-based BBO. An extension of the Markov model in this paper to BBO variations would analytically show their advantages or disadvantages. Some of these variations include partial emigration-based BBO, total immigration-based BBO , total emigration-based BBO [8], and BBO with different migration curve shapes [17]. Also, the Markov model in this paper could be extended to other EAs so that comparisons could be made between EAs theoretically rather than based only on simulations.

The Markov model development in this paper has been restricted to binary problems, i.e., problems in which each solution feature is a bit. Future work could explore the extension of this paper to problems in which the solution features are integers, as in the original BBO paper [1], or to problems in which the solution features are real numbers.

Our current work involves the comparison of BBO and GA Markov models and the use of the Markov model developed here to develop a dynamic system model of BBO. Dynamic system analysis of EAs is used to find the proportion of each possible individual in a population as the population size tends to infinity. This is exemplified by the extension of GA Markov models to dynamic system analysis [15].

## Appendix A

## Generalized Multinomial Probability

Suppose that an experiment has $n$ possible outcomes $\left\{a_{1}, \ldots, a_{n}\right\}$ and that the experiment is repeated $N$ times. Suppose that the probability of obtaining outcome $a_{i}$ on the $k$ th trial is equal to $P_{k i}$. Let $C=\left[C_{1}, \ldots, C_{n}\right]$ be a vector of random variables, where $C_{i}$ denotes the total number of times that $a_{i}$ occurs in $N$ trials, and let $\gamma=\left[\gamma_{1}, \ldots, \gamma_{n}\right]$ be a realization of $C$. Define

$$
\begin{array}{r}
Y(\gamma)=\left\{J \in \mathbf{R}^{N \times n}: J_{k i} \in\{0,1\}, \sum_{i=1}^{n} J_{k i}=1 \text { for all } k,\right. \\
 \tag{17}\\
\left.\sum_{k=1}^{N} J_{k i}=\gamma_{i} \text { for all } i\right\}
\end{array}
$$

Note that the cardinality of $Y(\gamma)$ is

$$
\begin{equation*}
|Y(\gamma)|=\frac{N!}{\gamma_{1}!\cdots \gamma_{n}!} \tag{18}
\end{equation*}
$$

Then, the generalized multinomial theorem [12] gives the following probability that the repeated experiment results in the outcome vector $\gamma$ :

$$
\begin{equation*}
\operatorname{Pr}(C=\gamma)=\sum_{J \in Y(\gamma)} \prod_{k=1}^{N} \prod_{i=1}^{n} P_{k i}^{J_{k i}} \tag{19}
\end{equation*}
$$

Example: Prof. Smith submits three papers to three different journals. Each journal has a probability $P_{a}$ of acceptance, $P_{m}$ of acceptance with major revisions, $P_{n}$ of acceptance with minor revisions, and $P_{r}$ of rejection. The probabilities are given as

Journal 1: $\quad P_{1 a}=0.1, P_{1 m}=0.3, P_{1 n}=0.5, P_{1 r}=0.1$
Journal 2: $\quad P_{2 a}=0.1, P_{2 m}=0.1, P_{2 n}=0.1, P_{2 r}=0.7$
Journal 3: $\quad P_{3 a}=0.1, P_{3 m}=0.3, P_{3 n}=0.1, P_{3 r}=0.5$.
Of Prof. Smith's three papers, we want to calculate the probability that one paper will be accepted, one paper will be accepted with major revisions, and one paper will be rejected. In order to calculate this probability, we use $\gamma_{1}=1, \gamma_{2}=1$, $\gamma_{3}=0$, and $\gamma_{4}=1$ in (19) to obtain

$$
\begin{equation*}
\operatorname{Pr}\left(C_{1}=1, C_{2}=1, C_{3}=0, C_{4}=1\right)=\sum_{J \in Y(\gamma)} \prod_{k=1}^{3} \prod_{i=1}^{4} P_{k i}^{J_{k i}} \tag{20}
\end{equation*}
$$

where

$$
\begin{array}{r}
Y(\gamma)=\left\{J \in \mathbf{R}^{3 \times 4}: J_{k i} \in\{0,1\}, \sum_{i=1}^{4} J_{k i}=1 \text { for all } k,\right. \\
\left.\sum_{k=1}^{3} J_{k i}=\gamma_{i} \text { for all } i\right\} . \tag{21}
\end{array}
$$

$J$ belongs to $Y$ if it satisifies all of the following conditions.

1) $J$ is a $3 \times 4$ matrix.
2) Each element of $J$ is either 0 or 1.
3) The elements in each row of $J$ add up to 1 .
4) The elements in the $i$ th column of $J$ add up to $\gamma_{i}$.

There are a total of $N!/\left(\gamma_{1}!\cdots \gamma_{n}!\right)=3!/(1!1!0!1!)=$ 6 matrices $J^{(t)}$ that satisfy these conditions, and they are found as

$$
\begin{array}{ll}
J^{(1)}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] & J^{(2)}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \\
J^{(3)}=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right] & J^{(4)}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right] \\
J^{(5)}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right] & J^{(6)}=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right] .
\end{array}
$$

Substituting these matrices into (20) gives

$$
\begin{aligned}
\operatorname{Pr} & \left(C_{1}=1, C_{2}=1, C_{3}=0, C_{4}=1\right) \\
= & \sum_{t=1}^{6}\left(P_{11}^{J_{11}^{(t)}} P_{12}^{J_{12}^{(t)}} P_{13}^{J_{13}^{(t)}} P_{14}^{J_{14}^{(t)}}\right) \\
& \times\left(P_{21}^{J_{21}^{(t)}} P_{22}^{J_{22}^{(t)}} P_{23}^{J_{23}^{(t)}} P_{24}^{J_{24}^{(t)}}\right)\left(P_{31}^{J_{31}^{(t)}} P_{32}^{J_{32}^{(t)}} P_{33}^{J_{33}^{(t)}} P_{34}^{J_{34}^{(t)}}\right) \\
= & P_{11} P_{22} P_{34}+P_{12} P_{21} P_{34}+P_{14} P_{21} P_{32} \\
& \quad+P_{11} P_{24} P_{32}+P_{12} P_{24} P_{31}+P_{14} P_{22} P_{31} \\
= & 0.066 .
\end{aligned}
$$

## Appendix B

## Transition Matrix Dimension

The elements of $Q$ are the probabilities of transitioning from one BBO population to another. $Q$ is a $T \times T$ matrix, where $T$ is the total number of possible population distributions. That is, $T$ is the number of possible $n \times 1$ integer vectors $v$ whose elements sum to $N$ and each of whose elements $v_{i} \in[0, N]$. This number can be calculated in several different ways. In [18], it is shown that

$$
\begin{equation*}
T=\binom{n+N-1}{N} \tag{22}
\end{equation*}
$$

We can also use the multinomial theorem [19] to find $T$. The multinomial theorem can be stated in several ways, including the following. Given $K$ classes of objects, the number of different ways that $N$ objects can be selected (independent of order) while choosing from each class no more than $M$ times is the coefficient $q_{N}$ in the polynomial

$$
\begin{align*}
q(x) & =\left(1+x+x^{2}+\cdots+x^{M}\right)^{K} \\
& =1+q_{1} x+q_{2} x^{2}+\cdots+q_{N} x^{N}+\cdots+x^{M K} . \tag{23}
\end{align*}
$$

Recall that the population vector $v$ is an $n$-element vector such that each element is an integer between 0 and $N$ (inclusive), and the sum of its elements is $N . T$ is the number of unique population vectors $v$. Thus, $T$ is the number of ways that $N$ objects can be selected (independent of order) from $n$ classes of objects while choosing from each class no more than $N$ times. Applying the multinomial theorem to this problem gives

$$
\begin{align*}
T & =q_{N} \\
q(x) & =\left(1+x+x^{2}+\cdots+x^{N}\right)^{n} \\
& =1+q_{1} x+q_{2} x^{2}+\cdots+x^{N n} \tag{24}
\end{align*}
$$

A different form of the multinomial theorem can also be used to find $T$. The multinomial theorem can be stated as

$$
\begin{align*}
\left(x_{1}+x_{2}+\cdots+x_{N}\right)^{n}= & \sum_{S(k)} \frac{n!}{\prod_{j=0}^{N} k_{j}!} \prod_{j=0}^{N} x_{j}^{k_{j}} \\
= & \sum_{S(k)} \prod_{i=0}^{N}\binom{\sum_{j=0}^{i} k_{j}}{k_{i}} \prod_{j=0}^{N} x_{j}^{k_{j}} \\
S(k)= & \left\{k \in \mathbf{R}^{N}: k_{j} \in\{0,1, \ldots, n\}\right. \\
& \left.\sum_{j=0}^{N} k_{j}=n\right\} \tag{25}
\end{align*}
$$

Now, consider the polynomial $\left(x^{0}+x^{1}+x^{2}+\cdots+x^{N}\right)^{n}$. From the multinomial theorem (25), we see that the coefficient of $\left[\left(x^{0}\right)^{k_{0}}\left(x^{1}\right)^{k_{1}}\left(x^{2}\right)^{k_{2}} \cdots\left(x^{N}\right)^{k_{N}}\right]$ is given by

$$
\begin{equation*}
\prod_{i=0}^{N}\binom{\sum_{j=0}^{i} k_{j}}{k_{i}} \tag{26}
\end{equation*}
$$

If we sum up these terms for all $k_{j}$ such that

$$
\begin{equation*}
\sum_{j=0}^{N} j k_{j}=N \tag{27}
\end{equation*}
$$

then we obtain the coefficient of $x^{N}$. However, (24) shows that $T$ is equal to the coefficient of $x^{N}$. Therefore

$$
\begin{align*}
T= & \sum_{S^{\prime}(k)} \prod_{i=0}^{N}\binom{\sum_{j=0}^{i} k_{j}}{k_{i}} \\
S^{\prime}(k)= & \left\{k \in \mathbf{R}^{N+1}: k_{j} \in\{0,1, \ldots, n\},\right. \\
& \left.\sum_{j=0}^{N} k_{j}=n, \sum_{j=0}^{N} j k_{j}=n\right\} . \tag{28}
\end{align*}
$$

Equations (22), (24), and (28) give three different expressions for the dimension of the Markov transition matrix $Q$.

Example: Suppose that our population consists of 2-b individuals $(q=2, n=4)$ and a population size $N=4$. Equation (22) gives

$$
T=\binom{7}{4}=35
$$

Equation (24) gives

$$
\begin{aligned}
q(x) & =\left(1+x+x^{2}+x^{3}+x^{4}\right)^{4} \\
& =1+\cdots+35 x^{4}+\cdots+x^{16} \\
T & =q_{4}=35 .
\end{aligned}
$$

Equation (28) gives

$$
\begin{aligned}
& T=\sum_{S^{\prime}(k)} \prod_{i=0}^{4}\binom{\sum_{j=0}^{i} k_{j}}{k_{i}} \\
& S^{\prime}(k)=\left\{k \in \mathbf{R}^{5}: k_{j} \in\{0,1, \ldots, 4\},\right. \\
& \left.\sum_{j=0}^{4} k_{j}=4, \sum_{j=0}^{4} j k_{j}=4\right\} \\
& =\left\{\left(\begin{array}{lllll}
3 & 0 & 0 & 0 & 1
\end{array}\right),\left(\begin{array}{lllll}
2 & 1 & 0 & 1 & 0
\end{array}\right),\right. \\
& \left(\begin{array}{lllll}
2 & 0 & 2 & 0 & 0
\end{array}\right),\left(\begin{array}{lllll}
1 & 2 & 1 & 0 & 0
\end{array}\right) \text {, } \\
& \left.\left(\begin{array}{lllll}
0 & 4 & 0 & 0 & 0
\end{array}\right)\right\} \\
& T=4+12+6+12+1=35 .
\end{aligned}
$$
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