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a b s t r a c t

The use of a dynamic reconfigurable optical network is an important requirement for the new advanced
resource-intensive, highly distributedGrid applications that begin to emerge on the e-Science field. In this
paper, we propose an ACO-based algorithm that is capable of the co-scheduling of both computational
and optical network resources.We assess the performance of the proposed algorithmby comparisonwith
traditional publish-and-subscribe grid systems thatmake use of topological routing of the lightpaths. The
proposed algorithm can be used as a viable alternative for grid scheduling in Lambda Grids.
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1. Introduction

In recent years, the Grid computing community has largely
benefited from the deployment of dedicated optical networks [1–
4] that provide the advanced transport infrastructure for new
emerging Grid applications.
Indeed, with the advent of the Wavelength Division Multi-

plexing (WDM) technology, a pair of fibers can carry hundreds of
Gibabits of data per second for long distances. This fact linked to
advances in the reconfigurability of the optical networks led to the
possibility that the Grid users or applications can set up and tear
down lightpaths on demand for transporting data to resources lo-
cated elsewhere in the Grid. These systems are commonly referred
to as Lambda Grids [2,5].
The problem arises when the network resources have to be

managed by the Grid scheduler, since traditionally the network
was considered a static resource and only the computing and
storage resources were taken into consideration for scheduling
purposes.
A Grid scheduler (or broker) [6] is the entity responsible for

assigning tasks or jobs to resources on multiple administrative
domains. Scheduling in Grids, as almost any scheduling problem,
is known to be NP-hard.
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In this work, we propose a Grid scheduling system based on Ant
Colony Optimization (ACO) [7] that is capable of the co-scheduling
of both computational and optical network resources. We present
the comparison of traditional publish-and-subscribe grid systems
with an extension of the ACO-based system proposed on [8], and
provide important benchmark comparisons.
Since we need to dynamically provision lightpaths, a Routing

and Wavelength Assignment (RWA) [9] algorithm has to work
closely with the Grid scheduler. The use of a Generalized Multi-
Protocol Label Switching (GMPLS) control plane, combined with
the RWA algorithm, provides a standardized way to manage the
optical network.
Ant-based RWA algorithms have been shown to outperform

good conventional algorithms in dynamic, Telecom-oriented net-
works where requests are made for lightpaths connecting spe-
cific source-destination pairs of nodes [10]. In Grid environments,
where requests are made for connectivity to a resource to be dis-
covered in the network, ant-based algorithms seem to be even
more appropriate, as they naturally combine the solutions to the
discovery and routing problems: when the resource is discovered,
the pheromone levels produced by the search activity are already
an appropriate metric for good routing.
The remaining of the paper is organized as follows. In Section 2,

we present relatedwork to ACO, resource discovery and allocation,
and managed Lambda Grids. The proposed algorithm and the
Lambda Grid architecture used in this paper are described in
Sections 3 and 4, respectively. In Section 5,we detail the simulation
studies carried out to properly characterize the behavior of
the scheduling algorithms. Results obtained are presented and
discussed in Section 6. Finally, in Section 7, conclusions are drawn.
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2. Related work

To our knowledge, few works treat the optical network
infrastructure as a schedulable resource just like it is currently
done with computing and storage resources.
In [11], a general framework, which relies on a GMPLS

control plane combined with a RWA algorithm, for providing the
optical transport infrastructure to Grid applications is presented.
However, the problem of co-scheduling optical network and Grid
resources is not directly treated.
The same limitation can be seen in [4], which let for a future

work the problem for developing an effective Grid scheduler for
both computing and network resources.
On the other hand, in [12] the network resources are considered

by the Grid scheduler for estimating the network bandwidth,
but they are not dynamically provisioned on demand, i.e., those
resources are not managed.
Similar proposal can be found in [13]. This paper accounts for

the network bandwidth while allocating jobs in remote clusters.
Again, there is no direct control of network resources, such as the
provisioning of dedicated lightpaths.
Ant Colony Optimization has been used in conventional

(i.e., processing and storage resources only) resource allocation in
Grid environments. For instance, resource allocation in computa-
tional grids with no global control has been demonstrated in [14]
by using ACO. However, only in [8] the optical network resource al-
location was incorporated for the first time by the ACO-based Grid
scheduler.

3. Ant Colony Optimization (ACO)

ACO is used to refer to the class of algorithms that are inspired in
the process of foraging for food of natural ants for the optimization
of hard-to-solve problems or problems that need distributed
control.
ACO has an important feature for our work: it is explicitly mod-

eled in terms of computational (generally mobile) agents, which is
specially suited for routing in telecommunications networks [15].
(Computational) agents can be defined as computational entities
that act autonomously and can react to external stimuli, to decide
according to the environment and to cooperate with other agents.
Mobile agents are agents that are capable tomigrate autonomously
in a network [16,17].
In ACO, by means of both iterative and parallel processes,

each ant builds a solution using two types of local information:
specific problem information and information added by the ants
during previous iterations of the algorithm that are embodied in
a single variable per network element and destination, which is
called the pheromone level. Indeed, while building the solution,
each ant gathers information about characteristics of the problem
to be solved and about its own performance and uses this
information to modify the representation of the problem, i.e., the
pheromone at each node, as seen locally by other ants. In this
way, the representation of the problem is modified in such way
that the information contained in the previous solutions can be
distributively explored to obtain better solutions.
The AntNet [18] framework is an ACO-based algorithm used for

routing of packets in telecommunication networks, on which this
work is based.
Indeed, the original AntNet framework uses the delay intro-

duced by each hop as the metric for routing. This is not applicable
in circuit-switching networks, where the main metric is generally
the number of hops. The minimization of the number of hops of a
connection following some criteria is a very good heuristics to re-
duce the overall blocking probability in a network. Then, the ant
Fig. 1. Example of pheromone routing table of node 4.

used in the proposed algorithm will only carry on its memory the
node identification of each node that it passes by.
At each intermediate node i, the following data structures have

to be maintained in AntNet, which are slightly adapted to our
algorithm in order to use the number of hops in lieu of the delay:

(i) Pheromone-routing table T i: It is a matrix containing a row
for each destination d of the network and a column for each
neighbor node n, for storing the pheromone values. The sum
of each row must be equal to 1, i.e.,

∑
n∈Ni

τ idn = 1, where Ni

represents the set of neighbors of node i. τ idn defines the value
of pheromone in the link li→n for the specified destination
d and estimates the probability of reaching d given that n is
selected as the next hop. In this way, we have only one type of
pheromone, but an ant that travels to a specific destination
only senses/modifies the pheromone levels associated with
its destination (row) in the routing table. Fig. 1 depicts an
example of pheromone routing table of an example network.

(ii) Statistical parametric model Mi: It is a matrix containing
the triplet 〈µd, σd, Ed〉 for each destination d of the network,
whereµd represents the average length of the paths followed
by the ant from the current node to destination d, σd the
standard deviation for these path lengths and Ed the best
value of path length found for this destinationwithin the non-
sliding window of w observations [18]. Non-sliding means
that when the number of observations reaches w + 1, all the
accumulated values are reset, i.e., Ed = µd = (path length
of the (w + 1)-st observation), σd = 0 and the observation
counter receives 1.
The values of µid and σ

i
d are updated using the following

exponential model [19]:

µid ← µid + η(oi→d − µ
i
d) (1)

σ id ← σ id + η(|oi→d − µ
i
d| − σ

i
d) , (2)

where oi→d is the new observation of the distance between
nodes i and d, and η is the factor of the exponential model,
which weighs the number of the most recent observations
that will influence the mean. The number of effective
observations is approximately equal to 5/η [18].
The number of values in the window is calculated as w =

5(c/η), where c ∈ (0, 1] is a reduction factor. Therefore, the
window is updated in a smaller interval than the one used for
themean and standard deviation estimates, in such away that
the value of E id and these estimates refer to the same set of
observations [18].
Fig. 2 depicts an example of the statistical parametric

model of an example network.
(iii) Availability vector Ai: It is a vector containing an availability

metric for each destination d of the network.
In thiswork, for sake of simplicity, we have considered that

all nodes have the same number of processors Pproc , therefore
the expression for the availability metric can be stated as
Ad = P idled , where P

idle
d is the number of idle processors at

destination d.
Fig. 3 depicts an example of availability vector of an

example network.
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Fig. 2. Example of statistical parametric model of node 4.

Fig. 3. Example of availability vector of node 4.

M and T can be seen as localmemories for the nodes, capturing
different aspects of the network dynamics. TheMmodelmaintains
distance estimates to all nodes, while the pheromone routing
table gives the relative goodness of the next hop to reach a given
destination.
The availability vector allows for the load-balancing of the grid

workload by maintaining a memory for resource selection. It is
exclusive of our AntNet adaptation.
Indeed, from the RWA problem perspective, the grid environ-

ment differs from WRON mainly because requests do not aim at a
connection between a source and a destination node, but between
a user and a resource that is located in some node to be discov-
ered. Therefore, the requested resource must be discovered and
connected, i.e. routed. In ACO, discovery and routing are naturally
entangled, since the route is already determined (by pheromone
maximization) upon the discovery of a resource.
Thus, a grid is formed by user and resource nodes, where a

node can be both a user and resource node. The algorithm will
try to establish a lightpath to connect a user node looking for
a resource node somewhere in the network, while reducing the
overall lightpath blocking probability. Therefore, the user nodes
will be the source nodes and the resource nodes the destination
nodes of our algorithm. For the ACO algorithm, it also means that
only user nodes will be generating ants.
The AntNet algorithm is composed by two phases [7]: solution

construction and updating of the data structures, which are
detailed in the next sub-sections.

3.1. Solution construction

The algorithm starts with the initialization of the pheromone
routing tables of each optical node. To speedup the convergence
of the algorithms, we used the intelligent initialization of routing
tables as described in [20].
Before starting the arrival of requests, only ants are launched to

explore the network and populate the routing tableswith topology
information. In practice, this allows for the configuration of the
routing tables with the shortest path in the absence of congestion.
After a small amount of time Iwarmup, the lightpath requests start to
arrive randomly at the network nodes.
At regular intervals (1/Rants), a forward ant Fs→d is launched

from a random source node s to another random destination node
d. On its trip from s to d, the forward ant selects the next hop
(i+1) using a random scheme that accounts for the path selection
probabilities, given by the pheromone levels τdn in each neighbor
link, and for a heuristics value hn, calculated from the availability
of the neighbor links.
The availability of each neighbor link is calculated as follows:

hn =
lan
W
, (3)

where lan is the number of available wavelengths on neighbor n and
W is the total number of wavelengths deployed on the link.
During its trip, the forward ant gathers the label of each node

where it passes by, putting it in its memory Vs→i, which also serves
as a tabu list [21].
If among the neighbor nodes of the node that is processing the

ant, there are any not visited yet, the choice of the next hop is done
using a random scheme and the probabilities for each candidate
node n to be the next hop (i + 1) are given by the following
expression [18]:

pdn =


(
1

1+ α

)
τdn∑

k∈T
τdk
+

(
α

1+ α

)
hn∑

k∈T
hk
, ∀k ∈ T

0, otherwise,

(4)

where α gives the emphasis between pheromone level (long-
term memory) and instantaneous availability state (short-term
memory)), and T = Ni \ Vs→i.
However, if all neighbor nodes have already been visited (T

is empty), this indicates that the ant entered a loop. We ignore
the heuristic correction given by the link congestion, choosing
the next node in a random way, where the probability of each
candidate node n to be the next hop (i+1) is given by the following
expression:

pdn =


τdn∑

k∈T ′
τdk
, ∀k ∈ T ′, if |Ni| > 1

1, ifNi = {vi−1}
0, otherwise,

(5)

where vi−1 represents the last visited node and T ′ = Ni − {vi−1}.
In this case, after the selection of the next hop, all labels that

belong to nodes of the cycle are removed from the ant’s memory.
If the ant does not reach its destination node in a number of

pre-established hops it is dropped. This avoids lost ants circulating
forever in the network.

3.2. Updating of data structures

When the forward ant arrives at d, it becomes a backward ant
Bd→s and returns to s using the same path followed by the forward
ant, but in the opposite direction. At each intermediate node i, it
updates the local parametricmodelMi and, after it, the pheromone
routing table, for all entries relative to d.
Moreover, this update is also made for all nodes d′ ∈ Vi→d,

d′ 6= d in the sub-paths (i → d′) traversed by the forward ant
Fs→d after visiting i. If this sub-path is statistically good, then the
entries ofMi and T i relative to d′ are also updated. This allows for
the updating of good paths found by ants that were not intended
to those destinations.
A sub-path is considered statistically good if dist(Vi→d′) <

Id
′

sup [18], where dist() is a function that gives the distance, in
terms of number of hops, of the path followed by the ant and Isup
is a superior estimate calculated from Tchebycheff’s inequalities,
which permit the definition of a confidence interval of a random
variable that follows any kind of distribution. The inferior estimate
is equal to Ed′ . The superior estimate can be expressed by the
following formula:
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Id
′

sup = µd′ +
1

√
(1− γ )

σd′
√
w
, (6)

where γ is the confidence level coefficient.
Thus, the local parametric model is updated using Eqs. (1) and

(2), where oi→d = dist(Vi→d). If oi→d < E id, then E
i
d ← oi→d.

The same process is repeated for all d′, whose sub-paths were
considered statistically good.
After the updating of the parametric model, an adaptive

reinforcement rd is calculated for the updating of the routing
table [18]:

rd = c1

(
Ed

dist(Vi→d)

)

+ c2

(
Idsup − Ed

(Idsup − Ed)+ (dist(Vi→d)− Ed)

)
. (7)

The first term of Eq. (7) simply evaluates the ratio between
the best route within the non-sliding observation window and the
distance traversed by the ant. The second term evaluates how far
is this distance from the confidence interval. It is important to
note that the second term must be considered equal to zero when
dist(Vi→d) = Idsup = Ed. The c1 and c2 coefficients weigh the
importance of each term.
The obtained r is limited to 0.9 to avoid stagnation and its value

is ‘‘squashed’’ using the following expression:

rd =
s(r)
s(1)

, where s(x) =
(
1+ exp

(
a
x|Ni|

))−1
, (8)

where a is an amplifier coefficient.
Now, if the neighbor node m is on the path, then it receives a

positive reinforcement:

τdm ← τdm + rd(1− τdm). (9)

On the other hand, the other nodes receive a negative
reinforcement:

τdn ← τdn − rdτdn, ∀n ∈ Ni, n 6= m. (10)

As already done for the parametric model, the updating process
is also repeated for all d′ considered statistically good.
Although the parametric model does not have link availability

information, the effect of a higher number of forward ants that
choose the path with a link less loaded results in a higher
reinforcement of the paths with lesser blocking probability.
Finally, when the backward ant returns to source node s, the

position d of the availability vectorAs is updated with the value of
availability value gathered by the ant at destination d.

4. Lambda grid architecture

The lambda grid architecture of this paper is built around an
integrated GMPLS-controlled WDM optical network.
We consider two different grid scheduling systems: one based

on ants for routing the lightpaths and collecting resource availabil-
ity, and a distributed publish-and-subscribe with topological rout-
ing of the lightpath.
In the first system, both the management of Grid resources and

lightpaths are naturally combined in the Grid scheduling, since the
the ants act on behalf of the user to make resource discovery and
allocation, and to route lightpaths. On the other hand, in the second
system, the Grid resources and the optical network are separately
managed, resulting in an overlay approach [22].
The signaling part relies on the RSVP-TE protocol [23], as

described in [10]. In addition, an extra error code is reported by the
RSVP-TE protocol when the Path message arrives at the resource
node and there is no available processor, i.e., the lightpath request
is blocked due to the lack of processing resources. This is necessary
for the case when a resource node, which had available processors,
is now busy and the information about the node’s actual status has
not reached the user nodes yet.
After a resource node is selected to handle a job, the process of

establishing a lightpath between the user node and the resource
node is triggered.
Once the lightpath is established, the data related to the job is

transferred to the resource node to be processed. After the transfer
of the job data, the lightpath is torn down and the job is executed.
However, blocking of a job request can occur due to two main

reasons [8]: the first one is caused by lack of a node to process the
job, i.e., the allocated resource node or all resource nodes are busy.
The second type of blocking happens when there are insufficient
network resources to establish a lightpath.

4.1. Node selection policy

In [8], only one node selection algorithm was proposed: the
selection of the least-loaded node to execute the job. Although this
approach seems interesting for balancing the gridworkload, it may
waste important network resources, increasing the total blocking.
For this reason, we propose two alternative algorithms in

addition to the Least-Loaded (LL) one:

– The Closest Least-Loaded (CLL): This approach chooses the
least-loaded node among the closest ones in terms of number of
hops. The rationale behind this algorithm is to avoid the sending
of jobs to nodes too far away.

– The Best Availability-Distance Ratio (BADR): This strategy
selects the node whose ratio between number of processors
available and distance in terms of number of hops is the
maximum one. Indeed, this policy represents a trade-off
between the LL and CLL approaches.

4.2. Routing and wavelength assignment in the grid

In order to assess the performance of the ant routing, we
also took into consideration two topological-driven approaches
for the routing subproblem: the shortest-path and fixed-alternate
algorithms [9].
In the fixed-alternate routing, each node in the network

maintains a routing table containing an ordered list of a number
of fixed routes from each source node to each destination node.
For instance, these routes may include the shortest-path route, the
second-shortest-path and so on. In fact, the shortest-path routing
is a special case of fixed-alternate routing [9].
For calculating the k-shortest paths in this work, we used Yen’s

algorithm [24], restraining its number to 3, i.e., we have a shortest
path and two other alternative paths.
For the ant-based routing algorithm, the route is calculated

hop-by-hop as the Path [23] message travels towards the
destination [10], where the next hop with the highest level of
pheromone is selected. If the Path message enters in a cycle, then
a PathErr is generated and thus the job request is blocked.
For the wavelength assignment subproblem, we used a first-

fit approach for all routing algorithms. In this scheme, all
wavelengths are numbered. When searching for an available
wavelength, a lower-numbered is considered before a higher-
numbered wavelength. The first available wavelength is then
selected. This approach is used due to its simplicity and low
computation cost. Also, this scheme performs well in terms of
blocking probability and fairness [9].
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Fig. 4. NSFNet backbone network.

5. Simulation

For testing the scheduling algorithms, we used the NSFNet
backbone network, shown in Fig. 4. It is a 14-node network with
21 bidirectional links and it is well-balanced, with an average
shortest-path length between all pairs of nodes equal to 2.2. The
latencies between neighbor nodes are also depicted in Fig. 4.
We have considered a homogeneous, Poissonian job traffic with

uniform spatial profile. We consider a highly asymmetric scenario,
with nodes 1 and 2 competing for resources in the grid, which
are all located on the other nodes. The execution time of each job
follows a negative exponential service time with an average value
of 1500 s.
The duration of the lightpaths has a negative exponentially

distributed profile with an average value equal to 10 s. Note that
this a critical parameter of the simulation, since it directly impacts
on the blocking due to lack of optical network resources.
We assume that no additional time is needed after the input and

executable files are downloaded to the resource node to start the
job execution.
Moreover, we are considering that there is enough storage

space on the resources for handling any number of processing
requests. Since we are only interested in the steady-state
evaluation of the system, we also assume that the system does
not allow advance reservation of resources. This consideration is
also linked to the fact that the GMPLS standard does not support
advance reservation and the definition of a Grid GMPLS standard,
which would allow advance reservation, is on its infancy. In
addition, adding reservation increases the wait time of queued
applications in almost all cases [25], although it may reduce
blocking probability.
In order to illustrate the capabilities of the algorithms, two

different scenarios were taken into consideration:

– Scenario 1: There are 4 wavelengths available on each network
link. This scenario is limited by network resources (lambdas) on
a 100% grid workload with Pproc processors per node.

– Scenario 2: There are 8 wavelengths available on each network
link. In this case, there is enoughnetwork resources for handling
all job requests on a 100% grid workload with Pproc processors
per node.

In both scenarios, without loss of generality, we assume that
there is no lightpath blockingwhen the results of the job execution
are sent back to the original user node.
The parameters used in the simulations are depicted in Table 1:

6. Numerical results

First of all, we evaluated the total (resource + lightpath) and
resource-only blocking probability for different node selection
policies and RWA algorithms considering the Scenario 1. The
results are depicted in Figs. 5–8.
Table 1
Parameters used in the simulations

Parameter Symbol Value

Number of requests for each run Prun 106
Total number of processors at each node Pproc 100
Global rate for launching forward ants Rants 48 ants/s
Interval to start the lightpath requests Irequests 1000 s
Correction for routing of forward ants α 0.6
Weight of the window’s exponential model η 0.005
Reduction for parametric model’s window c 0.3
First weight of the adaptive reinforcement c1 0.6
Second weight of the adaptive reinforcement c2 0.4
Confidence level for reinforcement γ 0.65
Amplifier of the squash function a 5

Fig. 5. Blocking probability under different grid workloads for the proposed ant-
based algorithm (W = 4).

Fig. 6. Blocking probability under different grid workloads for the shortest-path
algorithm (W = 4).

The CLL policy has the worst performance in terms of blocking
than the other allocation policies for the ant routing. Indeed, the
CLL policy is too greedy for using with ant-based routing, because
it limits the scope of the node selection procedure while the ants
seek for the load-balancing of the network. In other words, the ant
routing and the CLL policy have conflicting aims, worsening the
overall blocking probability.
On the other hand, for shortest-path and fixed-alternate (with

one extra path) routing, the worst performance is credited to the
LL policy. Since those algorithms follow a topological approach,
it conflicts with the selection policy that does not care about
distance, which is exactly the LL policy.
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Fig. 7. Blocking probability under different grid workloads for the fixed-alternate
(one alternative path) algorithm (W = 4).

Fig. 8. Blocking probability under different grid workloads for the fixed-alternate
(two alternatives paths) algorithm (W = 4).

Although the LL policy achieved the lowest level of resource-
only blocking, the total blocking is increased by waste of resources
at optical network level.
For the fixed-alternate (with two extra paths) routing, almost

no difference can be seen from the different selection policies.
Briefly, after the inspection of all those Figures, the BADR policy

has obtained the best performance in terms of blocking probability
and, for this reason, the rest of simulations of this work are done
using the BADR policy.
In Fig. 9, we compare all RWA algorithms still considering

Scenario 1 by showing their total blocking probability under
varying grid workload.
The ant-based routing and the shortest-path routing have

similar performance in terms of blocking probability. The best
one is the fixed-alternate routing with two alternative paths
closely followedby the fixed-alternate routingwith one alternative
path. This behavior was already observed in [10], since the ACO
algorithm is more efficient when the network has a large set of
alternative paths, which is not the case when we used the NSFNet
network.
Also, this is not a totally fair comparison since the ACO

algorithm evaluates only one route while the fixed-alternate
routing approach evaluates more than one route for each
connection request. Indeed, this is an open research topic for
AntNet variants of the ACO algorithm, while the use of alternative
paths in a different ACO technique has been demonstrated in [26].
Fig. 9. Blocking probability under different grid workloads (W = 4).

Fig. 10. Blocking probability under different grid workloads (W = 8).

Regarding the fact that this simulation does not account for
advance reservation, note that if we have insufficient network
resources, the nodes will starve due to the lack of jobs to be
processed, which in turn results in the resource nodes operating
below their capacity. This is exactly what happens when advance
reservation is allowed, with total blocking probability being
directly translated as idle capacity of the resource nodes when we
consider a 100% grid workload (Fig. 10).
Afterward, the same comparison is repeated for Scenario 2.
As already expected, when the resources of the optical network

are not a limiting factor, all RWA algorithms achieve the same level
of performance.
In addition, we verified the influence of the number of

processors in the total blocking probability. The results are shown
in Figs. 11 and 12 for Scenarios 1 and 2, respectively.
As already noted before, the ant-based and shortest-path

routing have similar performance in terms of blocking probability.
They are surpassed by the fixed-alternate routing, with two
alternative paths getting better better results than just one.
Since the fixed-alternate routing makes a better use of the

network resources, it can handle a range from 50 to 100 more
processors per node with the same blocking of the other routing
algorithms.
Another important parameter that should be taken into

consideration is the average lightpath duration, which is related
to the data rate of the lightpath and the size of the job data. Fig. 13
depicts the impact of different values of this parameter under 100%
grid workload for Scenario 1.
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Fig. 11. Blocking probability for different number of processors in the nodes under
100% grid workload (W = 4).

Fig. 12. Blocking probability for different number of processors in the nodes under
100% grid workload (W = 8).

Fig. 13. Total blocking probability for different values of average lightpath duration
under 100% grid workload (W = 4).

As we can observe in the Fig. 13, for a value of average
lightpath duration above 4 s the blocking due to insufficient
network resources becomes important. The performance, in terms
of blocking probability, is equivalent to the one observed for the
case of variable number of processor as explained before.
Fig. 14. Blocking probability for different ant launching rates under 100% grid
workload (W = 8).

Fig. 15. Overhead of the ant packets on the control channels (W = 8).

Then, we evaluated the influence of the global ant launching
rate over the blocking probability for a grid workload equal to
100%, considering Scenario 2. The results are shown in Fig. 14.
Increasing the ant rate improves the performance of the system,

but this improvement tends to level off after a certain value.
This parameter is very important to obtain a good performance
of the ACO algorithm. However, the value of this parameter is
intrinsically dependent of the system and it is usually tuned up
using a trial and error approach.
The extra overhead due to the ants on the control channels are

very dependent on the implementation of the ant packets. Let’s
suppose that the ant is implemented like a raw packet in a IPv6-
capable [27] network. In the simplest case, we have a 40-byte
header and each hop contributes a 16-byte address to the ant’s
payload. Also, the backward ant has a 16-byte field for storing the
availability information.
Fig. 15 depicts the overhead caused by the ant packets averaged

over all network links, where the bars indicate the standard error
of the mean.
For the global rate (Rants) of 48 ants/s used throughout thiswork,

which is equivalent to a rate of 24 ants/s per user node, we have an
average 8 kbps of overhead on the control channels. The introduced
overhead is much smaller than actual capacity of control channels,
which are generally capable of carrying tens of Mbps of data.
Finally, Fig. 16 shows the overhead caused by the publish

messages when a shortest-path algorithm is used by the publish-
and-subscribe system, which is averaged over all network links.
The bars indicate the standard error of the mean.
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Fig. 16. Overhead of the publish messages on the control channels.

Depending on the the length of publish message, a publish-
and-subscribe lambda grid system can demand more bandwidth
than the ant approach. In the simulations of the publish-and-
subscribe system, we are neglecting the overhead introduced by
the routing, supposing that the routing is accomplished by the
OSPF-TE protocol [28,29]. Thus,we are underestimating the impact
of the overhead introduced on the control channels by those
systems, since the ants are both responsible for routing, resource
discovery and allocation.

7. Conclusions

In this work, we proposed the use of an ACO-based algorithm
as a viable alternative for scheduling in Lambda Grid systems.
Indeed, the proposed algorithm is able to manage the optical

network as any other resource, such as processing power or storage
space. Moreover, a joint optimization of lightpath routing and
resource discovery and allocation is possible without introducing
important modifications on the GMPLS control plane.
The ant system presented in this work plays the role of the Grid

User Network Interface (G-UNI) without creating a complicated
protocol for supporting an integrated management of lightpaths
and Grid resources.
In addition, we presented some simulations for assessing the

performance of the algorithm when compared with traditional
publish-and-subscribe systems.
Further study is needed to enhance the routing capability of the

ACO algorithm in order to be competitive with traditional routing
strategies.
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